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Part One

Practical experiences with
parallel database






1 Information flow in
an enterprise

S. Jakobek
Meiko

True information flow in an enterprise — making both applications and
data available wherever they are needed in a timely fashion — can only be
achieved when we are able to distribute the information processing load
across the enterprise.

The major issues involved in accomplishing this are: the problems of
balancing the transaction processing and decision support load across a
machine or a network of machines such that neither impacts the
performance of the other; and the problems of streamlining networking and
communications so that this load-balancing exercise is transparent to the
user.

This presentation will consider these issues in more detail and propose
solutions based upon our experience of similar problems encountered when
designing and developing the technology for the new distributed memory
parallel computers.

The distributed memory ‘message passing’ model, where hundreds and
even thousands of processing nodes are loosely coupled to form one or
more machines, owes its very existence to the fact that the inter-processor
communications issues have been addressed, making it possible to distribute
and balance processing load across many ‘machines’, and to ensure that data
is delivered to these applications in a timely and effective manner.

We will describe how these parallel processing techniques can be
applied in the context of Information Technology solutions and how the
ORACLE user can now take advantage of them.

Research into changing business practices and new organizational
trends has shown that the enterprises most likely to succeed in the 90s are
the ones which have a fluid management structure and flexible procedures.
If these companies are to fulfill their potential then this more adaptive style
of working must also be reflected in their IT systems. We believe that the
IT solutions of the 90s will be based upon an entirely new type of machine
architecture.
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Computer architects generally agree that the use of the classical Von
Neuman approach to designing a uni-processor is now well understood, and
they are capable of exploiting today’s component technology to its limits.
The way to improve computer performance with given technology and to
improve the performance of computers beyond the limits of available
technology involves the introduction of new architectures.

Specialized approaches have been used before, such as vector
processing and pipelining, to create machines which are particularly good
at scientific calculations. However, these are not general-purpose machines,
being mainly deployed for numerically intensive problem solving.

The most hopeful means of achieving a scalable, yet general-purpose
computing resource, is to use multiple processing elements within single
machines. One approach is to link a number of processing elements all
simultaneously executing an identical program but on different parts of the
data. This is the SIMD (Single Instruction and Multiple Data) approach.
This yields a very special purpose machine although in the IT context SIMD
machines have only been successfully deployed in specialist applications
such as text searching.

The alternative is to use multiple processing elements executing
fragments of a program independently of each other. This is the MIMD
approach (Multiple Instruction and Multiple Data). With the MIMD
approach there is a further immediate choice available and this is between
multiple processing elements sharing access to a single memory system,
versus multiple processing elements each of which has its own dedicated
memory system.

Superficially the shared memory system appears to be the more
attractive. It is obviously simpler to imagine applications where individual
processing elements get on with part of a task, but with reference to
common data. The disadvantage of this approach is that each individual
processor has to access the common data. The effect is that scalability of
such a machine is limited by the speed of the memory access mechanism,
and the speed of the memory itself. The memory system is therefore a
shared resource and the architecture does not address the issue of scaling
the size of the resource proportionally as the number of processing elements
increases.

Consider the analogy of a busy office, where the tasks involve each
worker in frequently accessing a single filing cabinet for filing and for
reference to documents. As the office workload increases and as more
workers are employed, it is clear that at some point the demands upon the
filing system will cause workers to queue at the filing cabinet. There is
clearly a finite level of work that this office can support, and this illustrates
the limitations of the shared memory approach to computer architecture.
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The alternative approach is the distributed memory machine, in which
each processor has its own memory system and enjoys unimpeded access to
that memory. This has the obvious benefit of allowing the performance of
both the aggregate machine and the memory system to be proportional to
the number of processing elements employed.

The disadvantage inherent in this system is that, in order to address a
single problem, processing elements need to co-operate in passing
information between each other. The problem presented to the computer
architect in designing a distributed memory MIMD machine is to discover
a communications medium that can increase its performance in proportion
to the number of processing elements employed, while still allowing the
processing elements to co-operate.

There exists a good analogy to this approach in the way in which
organizations work, where an organization can grow in its capacity to deal
with problems by employing more people, each of whom is capable of
thinking and remembering and dealing with problems individually but who
co-operate by communicating with one another. This is clearly acceptable
within the context of a meeting room or a one-on-one meeting, but is also
supported in larger communities by the telephone. The telephone is a good
example of a communications resource which can be scaled in size and
capacity in response to increasing demands from a growing working
community. The essence of a distributed memory MIMD machine is
therefore one in which there are many processing elements, each with their
OWn memory, an inter-processor communications resource which allows
those processing elements to co-operate on single problems by sending
messages to one another, and where this communications resource is
scalable, just like the telephone system.

With this model of computer architecture, there is no limit to the size
of machine that can be produced. More and more processing elements can
be added to deliver more and more computing power. As the size of the
‘telephone network’ increases, so more and more internal co-operation
resource is also added. The only drawback with this kind of architecture is
that of finding problems which are large enough to exploit such machines.
I think that we will be able to demonstrate that the ORACLE user
community presents the kind of problems which will justify the use of this
new breed of machine.

For an Information Technology system to support the operation of an
enterprise, there are three key issues which must be addressed.

e The IT solution must be capable of addressing the workload of the
enterprise as characterized by the need to enter information,
enquire on that information and provide management information
in the form of consolidations and reports.
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e The IT solution must be able to accommodate growth.

e The IT solution must be flexible so that new functions can be
integrated, and changes accommodated in both user and structural
requirements.

With a conventional computer system, i.e. a uni-processor environment,
the machine is generally sized to support the workload. In reality, however,
the machine is often undersized and does not support the workload! This
situation arises because it is difficult to predict system loading given the
dynamic nature of machine usage, making it hard to deliver an adequate
service to users.

When employing a conventional computer system, a number of
trade-offs need to be made. A compromise is made between the number
of users that the system can support and the response which each user can
expect. This is necessary to achieve a balance between the operating system
burden imposed by users and the application burden which each of those
users presents. Ad hoc query and reporting activities also create an
unpredictable loading on the system. Usage of these functions is often
restricted through system management procedures so that the load does not
adversely impinge on any on-line users. Such trade-offs must be made in
order that the workload across the enterprise can be supported.

The attraction of a multi-processor computer is that various parts of
the total workload can be partitioned and allocated to one or more
dedicated processing elements. The number of processing elements
dedicated to a particular class of work or function can be determined
dynamically, and this maintains a balanced and predictable service to the
user community.

If we explore the nature of an Information Technology system workload,
it can be characterized by a number of discrete classes of work: support of
the operating system itself, which we regard as a significant computational
load; secondly, support of the database which can be regarded as a server
for the applications load; the applications themselves; and lastly, the
processing associated with communications.

The operating system exists to clothe the underlying machine and
present a conventional view of the machine to users. The database can be
regarded as a service which is consuming processing resource and I/O
capability and is used by applications which interact in a variety of different
ways with the users. Some applications are transaction-based and provide
an on-line operation for users, others are query-based and are used typically
for management information enquiries, analyses, etc. The computational
load presented by the communications protocol software is significant, but
of vital importance if the machine in question is to co-operate with other
machines in the enterprise.
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ORACLE presents two major classes of workload: one is the
applications and the other is the ORACLE kernel. Applications consume
quantities of CPU resource per user and correspondingly occupy finite
quantities of memory per user. Reports can consume even more memory
and variable amounts of computing power depending on the nature of the
reporting demanded. This application load controls the amount of work that
the database kernel must do. So, the amount of computing resource
required by the kernel is proportional to the application load at any point
in time.

In an established Information Technology-using community, the
number of people using an application can be predicted with each user
having relatively predictable patterns. It is not the case that total workload
is constant because it probably varies throughout the working day. However,
it would be reasonable to say that total workload is repeatable in the
short-term and growing in the long-term.

Many companies produce reports as an ‘off-line’ activity at the end of
the working day because of the predictably heavy demands they place on
the entire system. Reporting should be regarded as a first-class citizen in
terms of workload and on a par with all the other applications which are
being run. It need not be relegated to the times of day when its impact will
be least disastrous, as is often the case. If this important management
information could actually be obtained on-line, then it would provide a
real-time picture, enabling better decision-making and potentially providing
an important competitive advantage.

The kernel load is directly related to the total application load, so it
follows that the number of users the system can support is a function of the
capacity of the kernel. If we wish to support more users on the system, we
must increase the capacity of the kernel. ORACLE is structured in such a
way that one can have multiple copies of the kernel operating on behalf of
groups of users. This allows scalable numbers of users to be supported. This
is another area where Meiko’s specific parallel processing insights have been
brought to bear on the implementation of ORACLE.

We took as our goal the design of an architecture which will cater for
the variety of demands made by an Information Technology workload,
allowing us to deploy varying numbers of processing elements to different
classes of work, and achieving a computer which is a balanced resource in
all circumstances.

This is not as straightforward as it first seems. In reality, the workload
and the mix of classes of work varies during the working day. Techniques
such as multi-processor load balancing are used to share out the demands
over ‘pools’ of processing elements. The constraint that we can employ to
advantage is that we can restrict each class of work to its processing element



