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Preface

The Industrial Conference on Data Mining ICDM-Leipzig was the sixth event in a
series of annual events which started in 2000. We are pleased to note that the topic
data mining with special emphasis on real-world applications has been adopted by so
many researchers all over the world into their research work. We received 156 papers
from 19 different countries.

The main topics are data mining in medicine and marketing, web mining, mining
of images and signals, theoretical aspects of data mining, and aspects of data mining
that bundle a series of different data mining applications such as intrusion detection,
knowledge management, manufacturing process control, time-series mining and
criminal investigations.

The Program Committee worked hard in order to select the best papers. The
acceptance rate was 30%. All these selected papers are published in this
proceedings volume as long papers up to 15 pages. Moreover we installed a forum
where work in progress was presented. These papers are collected in a special
poster proceedings volume and show once more the potentials and interesting
developments of data mining for different applications.

Three new workshops have been established in connection with ICDM: (1) Mass
Data Analysis on Images and Signals, MDA 2006; (2) Data Mining for Life Sciences,
DMLS 2006; and (3) Data Mining in Marketing, DMM 2006. These workshops are
developing new topics for data mining under the aspect of the special application. We
are pleased to see how many interesting developments are going on in these fields.

We would like to express our appreciation to the reviewers for their precise and
highly professional work. We appreciate the help and understanding of the editorial
staff at Springer and in particular Alfred Hofmann, who supported the publication of
these proceedings in the LNAI series.

We wish to thank all speakers, participants, and industrial exhibitors who
contributed to the success of the conference.

We are looking forward to welcoming you to ICDM 2007 (www.data-mining-
forum.de) and to the new work presented there.

July 2006 Petra Perner
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Using Prototypes and Adaptation Rules for Diagnosis
of Dysmorphic Syndromes

Rainer Schmidt and Tina Waligora

Institute for Medical Informatics and Biometry, University of Rostock, Germany
rainer.schmidt@medizin.uni-rostock.de

Abstract. Since diagnosis of dysmorphic syndromes is a domain with
incomplete knowledge and where even experts have seen only few syndromes
themselves during their lifetime, documentation of cases and the use of case-
oriented techniques are popular. In dysmorphic systems, diagnosis usually is
performed as a classification task, where a prototypicality measure is applied to
determine the most probable syndrome. These measures differ from the usual
Case-Based Reasoning similarity measures, because here cases and syndromes
are not represented as attribute value pairs but as long lists of symptoms, and
because query cases are not compared with cases but with prototypes. In
contrast to these dysmorphic systems our approach additionally applies
adaptation rules. These rules do not only consider single symptoms but
combinations of them, which indicate high or low probabilities of specific
syndromes.

1 Introduction

When a child is born with dysmorphic features or with multiple congenital
malformations or if mental retardation is observed at a later stage, finding the correct
diagnosis is extremely important. Knowledge of the nature and the etiology of the
disease enables the pediatrician to predict the patient’s future course. So, an initial
goal for medical specialists is to diagnose a patient to a recognised syndrome. Genetic
counselling and a course of treatments may then be established.

A dysmorphic syndrome describes a morphological disorder and it is characterised
by a combination of various symptoms, which form a pattern of morphologic defects.
An example is Down Syndrome which can be described in terms of characteristic
clinical and radiographic manifestations such as mental retardation, sloping forehead,
a flat nose, short broad hands and generally dwarfed physique [1].

The main problems of diagnosing dysmorphic syndromes are as follows [2]:

- more than 200 syndromes are known,

- many cases remain undiagnosed with respect to known syndromes,

- usually many symptoms are used to describe a case (between 40 and 130),
- every dysmorphic syndrome is characterised by nearly as many symptoms.

Furthermore, knowledge about dysmorphic disorders is continuously modified, new
cases are observed that cannot be diagnosed (it exists even a journal that only
publishes reports of observed interesting cases [3]), and sometimes even new

P. Perner (Ed.): ICDM 2006, LNAI 4065, pp. 1 -9, 2006.
© Springer-Verlag Berlin Heidelberg 2006



2 R. Schmidt and T. Waligora

syndromes are discovered. Usually, even experts of paediatric genetics only see a
small count of dysmorphic syndromes during their lifetime.

So, we have developed a diagnostic system that uses a large case base. Starting
point to build the case base was a large case collection of the paediatric genetics of
the University of Munich, which consists of nearly 2000 cases and 229 prototypes. A
prototype (prototypical case) represents a dysmorphic syndrome by its typical
symptoms. Most of the dysmorphic syndromes are already known and have been
defined in the literature. And nearly one third of our entire case base has been
determined by semiautomatic knowledge acquisition, where an expert selected cases
that should belong to same syndrome and subsequently a prototype, characterised by
the most frequent symptoms of his cases, was generated. To this database we have
added cases from “clinical dysmorphology” [3] and syndromes from the London
dysmorphic database [4], which contains only rare dysmorphic syndromes.

1.1 Diagnostic Systems for Dysmorphic Syndromes

Systems to support diagnosis of dysmorphic syndromes have already been developed
in the early 80’s. The simple ones perform just information retrieval for rare
syndromes, namely the London dysmorphic database [3], where syndromes are
described by symptoms, and the Australian POSSUM, where syndromes are
visualised [5]. Diagnosis by classification is done in a system developed by Wiener
and Anneren [6]. They use more than 200 syndromes as database and apply Bayesian
probability to determine the most probable syndromes. Another diagnostic system,
which uses data from the London dysmorphic database was developed by Evans [7].
Though he claims to apply Case-Based Reasoning, in fact it is again just a classification,
this time performed by Tversky’s measure of dissimilarity [8]. The most interesting
aspect of his approach is the use of weights for the symptoms. That means the
symptoms are categorised in three groups — independently from the specific
syndromes, instead only according to their intensity of expressing retardation or
malformation. However, Evans admits that even features, that are usually unimportant
or occur in very many syndromes sometimes play a vital role for discrimination
between specific syndromes.

In our system the user can chose between two measures of dissimilarity between
concepts, namely of Tversky [8] and the other one of Rosch and Mervis [9]. However,
the novelty of our approach is that we do not only perform classification but
subsequently apply adaptation rules. These rules do not only consider single
symptoms but specific combinations of them, which indicate high or low probabilities
of specific syndromes.

1.2 Case-Based Reasoning and Prototypicality Measures

Since the idea of Case-Based Reasoning (CBR) is to use former, already solved
solutions (represented in form of cases) for current problems [10], CBR seems to be
appropriate for diagnosis of dysmorphic syndromes. CBR consists of two main tasks
[11], namely retrieval, which means searching for similar cases, and adaptation,
which means adapting solutions of similar cases to the query case. For retrieval
usually explicit similarity measure or, especially for large case bases, faster retrieval
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algorithms like Nearest Neighbour Matching [12] are applied. For adaptation only
few general techniques exist [13], usually domain specific adaptation rules have to be
acquired.

In CBR usually cases are represented as attribute-value pairs. In medicine,
especially in diagnostic applications, this is not always the case, instead often a list of
symptoms describes a patient’s disease. Sometimes these lists can be very long, and
often their lengths are not fixed but vary with the patient. For dysmorphic syndromes
usually between 40 and 130 symptoms are used to characterise a patient.

Furthermore, for dysmorphic syndromes it is unreasonable to search for single
similar patients (and of course none of the systems mentioned above does so) but for
more general prototypes that contain the typical features of a syndrome. Prototypes
are a generalisation from single cases. They fill the knowledge gap between the
specificity of single cases and abstract knowledge in the form of cases. Though the
use of prototypes had been early introduced in the CBR community [14, 15], their use
is still rather seldom. However, since doctors reason with typical cases anyway, in
medical CBR systems prototypes are a rather common knowledge form (e.g.
for antibiotics therapy advice in ICONS [16], for diabetes [17], and for eating
disorders [18]).

So, to determine the most similar prototype for a given query patient instead of a
similarity measure a prototypicality measure is required. One speciality is that for
prototypes the list of symptoms is usually much shorter than for single cases.

The result should not be just the one and only most similar prototype, but a list of
them — sorted according to their similarity. So, the usual CBR methods like indexing
or nearest neighbour search are inappropriate. Instead, rather old measures for
dissimilarities between concepts [8, 9] are applied and explained in the next section.

2 Diagnosis of Dysmorphic Syndromes

Our system consists of four steps (fig.1). At first the user has to select the symptoms
that characterise a new patient. This selection is a long and very time consuming
process, because we consider more than 800 symptoms. However, diagnosis of
dysmorphic syndromes is not a task where the result is very urgent, but it usually
requires thorough reasoning and afterwards a long-term therapy has to be started.
Since our system is still in the evaluation phase, secondly the user can select a
prototypicality measure. In routine use, this step shall be dropped and instead the
measure with best evaluation results shall be used automatically. At present there are
three choices. As humans look upon cases as more typical for a query case as more
features they have in common [9], distances between prototypes and cases usually
mainly consider the shared features.

The first, rather simple measure (1) just counts the number of matching symptoms
of the query patient (X) and a prototype (Y) and normalises the result by dividing it
by the number of symptoms characterising the syndrome.

This normalisation is done, because the lengths of the lists of symptoms of the
various prototypes vary very much. It is performed by the two other measures too.



4 R. Schmidt and T. Waligora

( Data Input )
Selection of a
Prototypicality Measure
Search for Display of most
Similar Prototyp% SIMILAR Syndromes
Appllcatlon of Display of most
Adaptation Rules PROBABLE Syndromes

Fig. 1. Steps to diagnose dysmorphic syndromes

The following equations are general (as they were originally proposed) at the point
that a general function “f” is used, which usually means a sum that can be weighted.
In general these functions “f” can be weighted differently. However, since we do not
use any weights at all, in our application “f” means simply a sum.

f(X+Y)

DXY)=—— M
£(Y)

The second measure (2) was developed by Tversky [8]. It is a measure of
dissimilarity for concepts. In contrast to the first measure, additionally two numbers
are subtracted from the number of matching symptoms. Firstly, the number of
symptoms that are observed for the patient but are not used to characterise the
prototype (X-Y), and secondly the number of symptoms used for the prototype but are
not observed for the patient (Y-X) is subtracted.

f(X+Y)-f(X-Y)-f(Y-X)

D (X,Y) = (2)
f(Y)

The third prototypicality measure (3) was proposed by Rosch and Mervis [9]. It
differs from Tversky’s measure only in one point: the factor X-Y is not considered:
f(X+Y)-f(Y-X)

D (X,Y) = 3)
£(Y)

In the third step to diagnose dysmorphoic syndromes, the chosen measure is
sequentially applied on all prototypes (syndromes). Since the syndrome with maximal
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Table 1. Most similar prototypes after applying a prototypicality measure

Most Similar Syndromes Similarity
Shprintzen-Syndrome 0.49
Lenz-Syndrome 0.36
Boerjeson-Forssman-Lehman-Syndrome 0.34
Stuerge-Weber-Syndrome 0.32

similarity is not always the right diagnosis, the 20 syndromes with best similarities are
listed in a menu (table 1).

2.1 Application of Adaptation Rules

In the fourth and final step, the user can optionally choose to apply adaptation rules
on the syndromes. These rules state that specific combinations of symptoms favour or
disfavour specific dysmorphic syndromes. Unfortunately, the acquisition of these
adaptation rules is very difficult, because they cannot be found in textbooks but have
to be defined by experts of paediatric genetics. So far, we have got only 10 of them
and so far, it is not possible that a syndrome can be favoured by one adaptation rule
and disfavoured by another one at the same time. When we, hopefully, acquire more
rules, such a situation should in principle be possible but would indicate some sort of
inconsistency of the rule set.

How shall the adaptation rules alter the results? Our first idea was that the
adaptation rules should increase or decrease the similarity scores for favoured and
disfavoured syndromes. But the question is how. Of course no medical expert can
determine values to manipulate the similarities by adaptation rules and any general
value for favoured or disfavoured syndromes would be arbitrary.

So, instead the result after applying adaptation rules is a menu that contains up to
three lists (table 2).

On top the favoured syndromes are depicted, then those neither favoured nor
disfavoured, and at the bottom the disfavoured ones. Additionally, the user can get
information about the specific rules that have been applied on a particular syndrome

(e.g. fig. 2).

Table 2. Most similar prototypes after additionally applying adaptation rules

Probable prototypes after application of |Similarity | Applied Rules
adaptation rules

Lenz-Syndrome 0.36 Rule-No.6
Dubowitz-Syndrom 0.24 Rule-No.9
Prototypes, no adaptation rules could be

applied

Shprintzen-Syndrome 0.49
Boerjeson-Forssman-Lehman-Syndrome 0.34
Stuerge-Weber-Syndrome 0.32

Leopard-Syndrome 0.31




