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Forewo

Although much has been published on theoretical thermody-
namics, there has always been a shortage of material dealing
with practical application of these theoretical principles. The
first edition of this book finally filled the need for a single
source of practical information—a source that was understand-
able yet consistent with theory—converting the theoretical
equations into working equations so process engineers could
use them. i

The second edition of Applied Hydrocarbon Thermodynam-
ics, Volume 1, is now before you. Professor Wayne C. Edmis-
ter and Dr. Byung Ik Lee have completely rewritten the mate-
rial and have added much new, needed information. In doing
80, they have managed the exceptional feat of adhering to the
original purpose of this volume and at the same time making it
more useful to the student as well as to the practicing engineer.
Many new concepts and technical details have been added.
These will be very helpful to the reader.

= Prof. Edmister and Dr. Lee first present the fundamentals
for both homogeneous and heterogeneous closed systems.
Early in the book they formulate the basic laws and equations

which are expanded to form the basis of the latter part of the
book.

The authors lead the reader very carefully and thoroughly,
through much helpful and needed information and methods,
which include the following: equations of state and derived
formulae for thermodynamic properties predictions;. P¥YT data
correlations and corresponding states methods, physii;al and
thermal properties and coefficients for 214 substances;" pres-
sure-enthalpy and specific volume charts for hydrocarbons;
vapor-liquid equilibria K-value charts; thermal expansion and

. measurement standards for petroleum fractions.

Professor Edmister and Dr. Lee are well qualified to prepare
such a wealth of material for engineers and students. Together
they bring extensive experience in developing engineering de-
sign methods, data correlations, and other translations of com-
plex theoretical relations into simple working data and equa-
tions.

As a reader, you will recognize immediately that the authors
draw heavily on their respective talents in the fields of engi-
neering design, research, and teaching in presenting these data
with crystal clarity.

John J. McKetta
Chairman

Editorial Committee
Hydrocarbon Processing
Houston, Texas



Preface

The first edition of Applied Hydrocarbon Thermodynamics
originated as a series of papers in Hydrocarbon Processing
magazine, and was more of a reference book than a textbook.
During the past two decades, the development of increasingly
sophisticated computer technology and software has greatly af-
fected engineering problem solving techniques and mathemat-
ics. Thus, the first edition of this book became obsolete.

When Gulf Publishing Company asked me to revise and up-
date it, I agreed, providing a suitable, younger coauthor was
found; and Byung Ik Lee agreed to join me in this project.
Born and educated in Korea, B.I. came to Oklahoma State
University from Seoul National University with a bachelor’s
degree in chemical engineering, and, after completing his mas-
ter’s program, did his doctoral dissertation under my advise-
ment, receiving his Ph.D. in 1971. We both left Stillwater that
year—to partial retirement with consulting and lecturing for
me, and to an industrial career for B.I. at Mobil Research and
Development Corporation. Dr. Lee is responsible for technical
data compilation and correlation. He is well qualified to col-
laborate on this project, to which he gave much time and en-
ergy.

In planning this second edition, we decided that revision
alone would not be sufficient; a major rewriting was necessary,
with changes in format to include more textbook type material,
such as theory and equation development, while keeping the
emphasis on applications. The objectives of this edition are
identical to those of the first edition—to provide thermody-
namic tools for process calculations. Some of the original ma-
terial has been retained with the new. Thanks to my coauthor,
many new concepts and technical details have been added.

Thermodynamic relationships and coefficients required for
preparing computer programs are in the ten chapters that fol-
low. For convenience, summaries of equations are included at
the ends of Chapters 2, 3, 5 and 6.

Ix

Chapter | reviews the basic concepts and the terminology of
thermodynamics.

Chapter 2 covers the fundamentals for homogeneous closed
systems, presenting the basic equations for the thermodynamic
properties of pure substances and constant composition sys-
tems by formulating from the first and second laws of thermo-
dynamics the equations that relate the internal energy, en-
thalpy, Gibbs free energy, Helmholtz free energy, entropy, and
fugacity as functions of the pressure-volume-temperature data
of a system.

Chapter 3 covers the fundamentals for heterogeneous closed
systems, in which individual components may move across
phase boundaries; the constraint equations required to define
phase equilibrium are given. Included are solution theories and
derivations of expressions for component fugacity as a func-
tion of pressure, volume, temperature, and composition.

Chapter 4 reviews P-V-T data and correlations, with discus-
sions of important characteristics of the P-V-T plots, and the
development of equations of state and the corresponding states
principle methods of correlation.

Chapter 5 presents the equations of state that are widely used
in thermodynamic applications to hydrocarbon processing
problems. The most widely used cubic equations are empha-
sized in this presentation, in which important thermodynamic
functions are derived from the equations of state.

Chapter 6 presents the very useful corresponding states
methods by equations, charts, and tabulations. Also included
are virial equations and expressions for predicting the molar
volumes of saturated liquids.

Chapter 7 presents tables of pure component physical con-
stants that are needed as coefficients in equations for various
properties for hydrocarbons and related compounds. Also,
equations and charts of vapor pressures for these hydrocarbons
and related substances are given, as are similar charts for the
vapor pressures of narrow cut petroleum fractions.



A

" two related compounds, s|

f thermodynamic properties
for nine hydrocarbons and
slume charts of eight hydro-
he thermal expansion of pe-

measurement standards are
. chapter are -from previous

.Chapter’8 presents thre:
graphs: pressure-enthalpy

carbons, and charts for est
tmleum fractions. Also, p
included. All of the char
publications, the pressur
ling’s book, and the speci 1€ and petroleum expansion
factor charts from the first editioq of this book. These.items are

still of value, no significant improvement havmg beén made

since their previous publication.

y charts being from Star- -

Chapter 9 describes vapor-'liquid equilibrium processes and
presents methods for makmg equilibrium flash vaporization
calculations.

Chapter 10 presents the relatlonshlp between fugacxty and
the vapor-liquid equilibrium distribution ratio (K-value) rela-
tionships. It gives several charts to show the development of
K-charts and working charts for manual calculations.

" The appendices give numerical values for conversion of
units and methods for solving cubic equations.

Computer methods of applying thermodynamics will be pre-
sented in Volume II of this second edition.

Wayne C. Edmister
San Rafael, California
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Introduction

Scope of This Book

A systematic presentation of thermodynamic tools
(charts, tables, and equations) for solving process engineer-
ing problems is the objective of this book. Sufficient theory
and mathematical derivations are included to show the basis
for and preparation of these tools. Also included are the nu-
merical methods used in the computer applications, which
have become the predominant route in using thermody-
namic methods since the first edition of this book in 1961.

This book is mainly intended for hydrocarbon systems.
However, the tools are, in principle, applicable to other
systems, provided that the basic assurhptions remain valid.
No attempt has been made to make this book a compre-
hensive treatise of thermodynamics. For a detailed discus-
sion of fundamental laws, proofs of theorems, and rigorous
development of equations, the readers are referred to many
fine textbooks and reference books, some of which are
listed at the end of this chapter. It should be pointed out,
however, that a good effort has been made to cover most
of the basic and working equations that are widely used in
the applications of thermodynamics to hydrocarbon sys-
tems.

Overview of Thermodynamics

Over the past three centuries thermodynamics has evolved
to a science of studying the changes in the properties of
substances, particularly of fluids, with changes in condi-
tions, i.e., temperature, pressure, phase condition and com-
position. But its original aim was, as the word origin of
*‘thermo-dynamics’’ implies, to study the relation between
heat and work. The study was primarily motivated by the
human interest in extracting useful work from heat. The
‘‘work’’ has been long recognized as a form of energy

transfer resulting from mechanical motion, such as piston
movement, even before the concept of ‘‘energy’’ was
clearly understood. Although the word ‘‘energy’’ was first
used by Thomas Young in the early nineteenth century, the
concept of energy had been introduced in the middle of the
seventeenth century in the field of mechanics. This was to
rationalize the ‘‘conservation of energy’’ between the en-
ergy associated with the gravitation and the energy asso-
ciated with the velocity, i.e., between the potential energy
and the kinetic energy in modern terms. But the inclusion
of heat into this concept turned out to be an extremely dif-
ficult and controversial task in the history of thermody-
namics development.

Heat and Temperature

In science today, it is common knowledge that heat is
another form of energy in transit as a result of a temperature
difference, just as work is a form of energy in transit re-
sulting from mechanical motion. But it took more than two
centuries to recognize that heat is also a mode of energy
transfer, as is work. The first scientific attempt to under-
stand the heat may go back as early as 1592, when Galileo
invented the ‘‘thermoscope,’’ the precursor of the ther-
mometer. Since then, many individuals contributed to the
development of a better thermometer and to the accumu-
lation of better knowledge on heat and temperature. For
instance, the Tuscany Grand Duke Ferdinand II developed
a thermometer in 1641 using alcohol in a sealed glass tube,
and in 1764 Joseph Black first drew the distinction between
heat and temperature. Nevertheless, heat was not correctly
understood until the 1840’s, when Joule proved the equiv-
alence of heat to energy or work, thus finally putting an
end to all the imperfect heat theories that had preceeded.
The most notable and long-lived heat theory prior to the
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Joule’s experiments was the ‘‘Caloric Theory,’” which as-
sumed the heat to be a fluid called ‘‘caloric.’’ This theory
correctly recognized certain characteristics of heat, but it
fell short of identifying the heat as energy in transit.

Joule, and others in the later years, conducted a series
of careful experiments to show that if the same amount of
energy is transferred to a fixed amount of water, the tem-
perature rise of the water is the same regardless of the form
of energy delivered; i.e., regardless whether the energy is
transferred as a form of electrical energy, mechanical en-
ergy (work), heat, or any combination of them. As in
Joule’s experiments, it is necessary to define a ‘‘system’’
(the fixed amount of water in Joule’s case) to conduct a
thermodynamic study or experiment. '

The definitions of systems and other important termi-
nology of thermodynamics are discussed later.

Energy Conservation

The temperature rise in the fixed amount of water of
Joule’s experiments is an indication of the ‘‘internal en-
ergy’’ increase of the system. The energy of a system as-
sociated with its molecular and atomic structures and also
with its molecular motions and interactions is called the
internal energy of the system to distinguish it from the po-
tential and kinetic energies, which are called the external
energy of the system. The implication of Joule’s experi-
ments is that the energy added to (or extracted from) a sys-
tem from (or to) surroundings in the form of work or heat
appears as an increase (or decrease) in the internal energy
of the system in the absence of any changes in the external
energy, i.e., tae total energy of the system and surround-
ings is conserved.

This principle of energy conservation is called the first
law of thermodynamics. In short, the first law has resulted
from the recognition of the equivalence between heat and
work and from the concept of internal energy and its re-
lation to the heat and work. Even though this law contra-
dicts Einstein’s equation of mass-energy conversion (E =
mc?), it still forms the fundamental basis of thermody-
namics. Incidentally, the conversion of mass to energy has
no effect on thermodynamics or its applications as long as
there are no nuclear reactions involved. Therefore, the first
law remains completely valid for hydrocarbon systems that
do not involve any nuclear reactions.

Heat and Work

Because work and heat are equivalent, their quantity can
be measured by the same yardstick. But traditionally, work
has been measured in terms of ft-Ib, (foot-pounds force) or
J (joule), whereas heat has been measured in terms of Btu
(British thermal unit) or cal (calorie). Although both ther-
mal units, Btu and calorie, were precisely defined, their

values were subject to slight variations depending on the
accuracy of measurement techniques used. Therefore, the
thermal units have been redefined in terms of energy unit
as one Btu being equivalent to 778.17 ft-1b;, and one ca-
lorie being equivalent to 4.184 J.

The equivalence of heat to work, however, does not nec-
essarily mean that one Btu of heat can be always com-
pletely converted to 778.17 ft-Ib,; of work, although the re-
verse is true. For instance, if 778.17 ft-1b; of energy is
added as work to a fixed amount of water as in Joule’s
experiments, it would increase the internal energy by one
Btu, raising the water temperature from its original tem-
perature T, to a higher temperature T,. By lowering the
temperature of the water from T, to T,, one can recover
one Btu of energy as heat, but not 778.17 ft-lb, of energy
as work. At best, a rather small portion of the energy can
be recovered as work if a proper device such as heat engine
is used.

Degradation of Energy

Many careful experimental observations have revealed
that heat can not be fully converted to work regardless of
process or device used, whereas mechanical and electrical
work and the external energy which is collectively called
mechanical energy can be, in principle, fully converted
from one form to others. These observations clearly indi-
cate that the conversion of mechanical energy to heat re-
sults in a degradation of energy. In addition to being of a
degraded form of energy, heat has another unique charac-
teristic, in that it always flows from a higher temperature
to a lower one, never in reverse direction spontaneously.
This phenomenon was recognized by Camnot as early as
1824 (even before the establishment of the first law), when
he claimed that heat could not be converted to work without
the existence of a temperature difference.

Carnot’s claim was further expanded upon by Kelvin and
later by Clausius in 1850 to become one of the most im-
portant principles in thermodynamics, the ‘‘second law of
thermodynamics.’” The second law imposes restriction on
the direction of actual processes (refer to the definition of
process given in the following section). Such restriction
may be stated in many different ways. Clausius stated, in
effect, that it is impossible 1o construct a cyclic process
whose only effect is to transfer heat from a temperature to
a higher temperature. Another similar statement made by
Kelvin and Planck is: it is impossible to construct a cyclic
process whose only effect is to absorb heat at a temperature
and convert it completely to work. The second law may be
even more concisely stated as: all spontaneous processes
are irreversible. Such irreversible processes always involve
a degradation of energy, such as the conversion of work
to heat, isothermal expansion of ideai gas, ideal mixing of
two unlike gases, etc.



Clearly, the internal energy of expanded gas is less avail-
able for work (or in more degraded form) than the gas be-
fore the expansion at the same temperature, noting that the
internal energy of the ideal gas remains the same during
the isothermal expansion. The mixing process of two unlike
gases also represents a degradation of energy, because the
work that would be required to separate the gases into two
pure gases can not be recovered by remixing. All the pro-
cesses involving energy degradation are more or less irre-
versible depending on the extent of the degradation of en-
ergy. The imreversibility, if made less and less, would
eventually approach the ideal limit of reversibility, which
accompanies no energy degradation. The definition of re-
versibility is also given in the next section along with other
definitions. The concept of reversibility and that of entropy
provide the basis for expressing the second law of ther-
modynamics quantitatively. The concept of entropy is de-
scribed in the next chapter.

Classical vs. Statistical Interpretation

All the thermodynamic concepts mentioned above were
based on the ‘‘macroscopic’’ observations of bulk systems.
The concepts, on the other hand, may also be developed
from the statistical interpretation of the behavior of ‘‘mi-
croscopic’’ particles contained in the bulk system. The
macroscopic approach to the thermodynamic concepts is
often identified as ‘‘classical thermodynamics’® in contrast
to ‘‘statistical thermodynamics,’’ which resulted from the
microscopic approach. In statistical thermodynamics the
entropy is directly related to probability under the postulate
that all spontaneous changes proceed toward the most prob-
able state, i.e., towards the maximum probability. In fact
the entropy can be shown from statistical approach to be
a measure of the distribution of internal energy of a system
at equilibrium conditions.

The underlying idea of statistical thermodynamics is to
calculate or predict the properties of a bulk system from
the characteristics of the individual particles constituting
the system using suitable statistical averaging techniques.
It should, however, be emphasized that because of the na-
ture of statistics this method is valid only for a system con-
taining a large number of molecules just as is classical ther-
modynamics, but it is not a great disadvantage because ali
industrially important processes contain enormous numbers
of molecules. Statistical thermodynamics, as established by
such renowned scientists as Bernoulli, Maxwell, Boltz-
mann and Gibbs, provides better insights into the behavior
of thermodynamic properties, but it does not alter the basic
principles laid down by classical thermodynamics. As sta-
tistical thermodynamics is beyond the scope of this book,
those interested in the statistical mechanical approach are
rcferred to Andrews (i) and Hill (6).

Introduction 3

Other Postulates

In addition to the first and the second law, there are many
other important postulates that resulted either directly or by
deduction from experimental observations. The most ac-
cepted postulate in and outside of thermodynamics is the
conservation of mass. Again, Einstein's relation of E =
mc? is an exception to this. Beczuse Einstein’s relation de-
scribes the interconversion of mass and energy, it is ob-
vious that the mass and energy together are conserved re-
gardless of the relation. Nevertheless, for the hydrocarbon
systems considered in this book the mass and energy con-
servations are separately valid.

As reviewed earlier, the first and second laws also belong
to the postulates obtained from experimental observations,
but they have gained the status of ‘‘law’’ because of - their
‘practical and traditional importance in the development of
thermodynamics. Although there is a third law of ther-
modynamics, which postulates that the entropy of a perfect
crystalline substance is zero at absolute zero temperature,
the first and the second laws plus the conservation of mass
are the dominating postulates in thermodynamics. In es-
sence this book is based on these three laws together with
a few other postulates which will be brought up in the ap-
propriate chapters as needed.

Review of Terminology
System: and Surroundings

Thermodynamic studies or experiments are generally fo-
cused ou an arbitrarily chosen portion of universe. This
portion is called a ‘‘system,’’ while the rest is called *‘sur-
roundings.”’ The system surface, real or imaginary, is
called a ‘‘boundary.’”” A system is called a ‘‘closed sys-
tem’’ if it does not exchange matter with the surroundings,
and an ‘‘open system’’ if it exchanges maiter with the sur-
roundings. Both systems may exchange energy with the
surroundings. If a systemn does not exchange matter nor
energy with the surroundings, it is called ‘‘isolated.’”’ The
isolated system, however, will not be discussed in this
book. The closed system, which is of major interest in this
book, is of two types—a homogeneous closed system if it
contains a single phase, and a keterogeneous closed system
if it contains more than one phase. A ‘‘phase’’ is a term
used in physics for the homogeneous portion of matter.

Intensive and Extensive Properties

The thermodynamic properties of a system are classified
into two types—‘‘intensive’’ and ‘‘extensive’’ properties.
Intensive properties are those properties that are indepen-
dent of the size of the system, i.,¢.. of the amount of the
substance in the system, such as teinperature, pressuie etc..
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On the other hand, extensive properties are those dependent
upon the amount of the substances, such as volume, en-
thalpy, entropy, etc.. It is important to note that the exten-
sive properties per unit mass or mole, such as specific vol-
ume or molar enthalpy, are intensive properties, because
these properties are no longer dependent upon the size of
- the system.

State Functions

Properties for which the change in state is dependent only
on the initial and final states of the system are called ‘‘state
functions’’ or *‘state variables.’’ A change in a state func-
tion is in no way dependent upon the method or path fol-
lowed in going from one state to another. It is this path-
independent characteristic of the state functions that makes
" it possible to quantify the changes of a system.

Equilibrium State

Equilibrium has been defined as a *‘state of rest.’’” Within
the scope of this book, this means that changes in all prop-
erties of fluids eventually cease when there is no external
addition or removal of energy. Experiments have shown
this to be the case. This eventual state is called the ‘‘equi-
librium state,’’ in which no further change or, more pre-
.cisely, no net flux will take place unless one or more prop-
erties of the system is altered. In this book, the ‘‘state of
equilibrium’’ concept is crucial to the development of the
equations for applying thermodynamics to fluid processes.
A more quantitative description of the equilibrium state is
considered in Chapter 3.

Thermodynamic Process

A system changes until it reaches its equilibrium state.
Any change of a system is called a thermodynamic ‘‘pro-
cess,”” which may occur with no restrictions or under any
arbitrarily prescribed conditions. The following processes
are of general interest in thermodynamic study of a system:

Adiabatic—no heat added to or removed from system
Isothermal—constant temperature

Isobaric—constant pressure

Isochoric—constant volume

Isenthalpic—constant enthalpy

Isentropic—constant entropy

o VBN =

Reversibility

A process is called ‘‘reversible,”’ if it proceeds through
a series of equilibrium states in such a way that the work
done by forward change along a path is identical to the
work attained from a backward change along the same

path. All real processes are ‘‘irreversible’’ with varying
degrees of departure from a reversible one. The reversible
precess is of an ideal limit that can be approached, but
never attained in reality. Thus, the reversible process pro-
vides the efficiency standard for all irreversible processes.
A more quantitive description of a reversible process is
given in Chapter 2.

Thermodynamic Quantities

The five fundamental quantities used in the scientific
world are length, mass, time, force, and temperature. How-
ever, in thermodynamics the derived quantities—volume
(cube of length), pressure (force per unit area) and mole
(molecular mass)—are more frequently used than the cor-
responding primative quantities of length, force, and mass.
Temperature is used as a primary quantity, but time is not
a factor in calculating property changes between two equi-
librium states, a principle objective of this book. Indeed,
the pressure, volume, and temperature play important roles
in defining thermodynamic systems, as is shown in the fol-
lowing chapters. -

References

1. Andrews, F. C., Equilibrium Statistical Mechanics, John
Wiley, New York 1963.

2. Balzhiser, R. E., M. R. Samuels, and J. D. Eliassen, Chem-
ical Engineering Thermodynamics, Prentice Hall Inc., New

" York, 1972.

3. Dodge, B. F., Chemical Engineering Thermodynamics,
McGraw-Hill Book Company, New York, 1944.

4. Gibbs, J. W., Thermodynamics, Yale University Press,
1948.

5. Guggenheim, E. A., Thermodynamics, Interscience Publish-
ers, Inc., 1957.

6. Hill, T. L., Introduction to Statistical Thermodynamics, Ad-
dison-Wesley, Reading, Mass., 1960.

7. Hougen, O. A., K. M. Watson, and R. A. Ragatz, Chemical
Process Principle, 2nd Edition, John Wiley and Sons, New
York, 1959. N

8. Lewis, G. N. and M. Randall, Thermodynamics, (2nd Edi-
tion by Pitzer K. S. and Brewer, L.), McGraw-Hill Book
Company, New York, 1961.

9. Prausnitz, J. M., Molecular Thermodynamics of Fluid-Phase
Egquilibria, Prentice-Hall Inc., New York, 1969.

10. Reid, R. C., J. M. Prausnitz, and T. K. Sherwood, The
Properties of Gases and Liquids, McGraw-Hill Book Com- -
pany, New York, 1977.

11. Sandler, S. I., Chemical and Engineering Thermodynamzcs,
John Wiley and Sons Inc., New York, 1977.

12. Smith, J. M. and H. C. Van Ness, Introduction to Chemical
Engineering Thermodynamics, McGraw-Hill Book Com-
pany, New York, 1975.

13. Van Ness, H. C., Classical Thermodynamics of Non-Elec-

. trolyte Solutions, Pergamon Press, New York, 1964.



Introduction

The basic terminologies and the quantity units to be used

in this book were briefly described in the previous chapter,”

where it was pointed out that the thermodynamic systems

considered in this chapter and throughout this book are as- * .

suined to be in equilibrium states. The main objective of
" this chapter is to express the most widely used thermody-
namic properties of homogeneous closed systems, more
specifically of pure or constant composition fluids, as a
_function of pressure, volume, and temperature (P-V-T)
data. This chapter achieves the objective by:

1. Reviewing the first and the second laws of thermo-
dynamics to derive from the laws the fundamental
equation (Equation 2.5) that involves the five basic
thermodypamic functions (pressure, volume, temper-

| ature, internal energy and entropy) of a system.

2. Defining three additional state functions (enthalpy,
Helmholtz free energy, and Gibbs free energy) and

" fugacity.

3. Expressing the internal energy, entropy, enthalpy,

heat capacities, Helmholz and Gibbs free energies,

and fugacity as a function of P-V-T and ideal gas state

property data.
4. Summarizing at the end of this chapter all the im-

portant definitions and equations derived in this chap-
ter.

The fundamentals for a heterogeneous closed system and
for a homogeneous open system are reviewed separately in
Chapter 3. :

Homogeneous
Closed Systems

* First Law of Thermodynamics

The first law of thermodynamics is a generalization of
‘‘conservation of energy,”’ i.e., the total energy change of
a system is same as that of the surroundings. The total en-
ergy of a system may consist of various forms of energy

‘depending on the system under consideration. For most

systems, including those of hydrocarbons, it is sufficient
to account gnly for the internal energy, kinetic energy, and
potential energy. No other forms of energy, such as nu-
clear, electro-magnetic, surface energy, etc., will be con-
sidered here or elsewhere in this book. In the absence of
potential and kinetic energy changes, the change in internal
energy of a system is

AU=Q+ W 2.1

where: Q = heat; energy transferred as a result of a tem-

perature difference between system and sur-

roundings. By convention Q is positive

when heat is added to the system, and neg-

ative when heat is removed from the system.

W = work; energy transferred resulting from the
movement of the system boundary. By con- _

vention, W is positive when work is done on

the system, and negative when work is done .

by the system.

The above definitions clearly -indicate that Q and W are
not properties of system, but a form of energy in transit
between the system and surroundings. Their individual
quantities are dependent upon the path followed. However,
the sum of the two quantities (Q and W) is independent of
the path followed, and is identical to the change in internal
energy of the system, in the absence of any changes in
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other forms of energy, as represented by Equation 2.1.
Thus, the internal energy is a state function, which depends
only on the initial and final states of the system. Because
of this important characteristic, the internal energy change
is quantitatively definable, as is shown in the following
sections. For mathematical treatment it is more convenient
to express Equation 2.1 in differential form as follows:
dU =dQ + dw (2.2)
where  dU = infinitesimal change in internal energy.
dQ = infinitesimal quantity of heat added to the
system.
dW = infinitisimal quantity of work done on the
system.

Note that dQ and dW are not exact differentials, because
Q and W are not state functions. Again the sum, dQ + dW,
remains the same regardless of the path the change fol-
lowed and regardless of the extent of irreversibility of the
change. A reversible path is certainly one of the infinite
number of possible paths along which the system would
undergo a change. By choosing a reversible path and also
introducing the concept of entropy, one can transform
Equation 2.2 to an equation that involves only state func-
tions of the system. As mentioned earlier dQ and dW are
not system properties nor state functions. Such a transfor-
mation is important because it incorporates the second law
of thermodynamics into the equation, thus making the re-
sultant equation amenable to thermodynamic treatment as
discussed below.

Second Law of Thermodynamics

As described above and also in Chapter 1, the concepts
of reversibility and entropy provide the basis for incorpo-
rating the second law of thermodynamics into Equation 2.2.

Reversible work: Let dW in Equation 2.2 represent the
infinitesimal quantity of work done on a system of a gas
confined in a cylinder having a frictionless and weightless
piston, and dX be the infinitesimal displacement, through
which the force F acts. Then, dW = —F dX. If the piston
cross-sectional area is A, dX = dV/A, where V stands for
the volume inside the cylinder occupied by the gas. From
the definition of pressure, F = PA, thus

dW = —-FdX = -P_AdV/A = —P_dV

In the above equation the subscript ‘‘ex’’ was used to
distinguish the external pressure from the pressure exerted
by the system on the piston. When the frictionless and
weightless piston moves reversibly, the external pressure
P,, may be represented by the system pressure P acting on

the piston. In this reversible process dW can be described
in terms of the system properties, P and V:
dwW =—-PdV 2.3)
Concept of entropy: The necessity and convenience of
defining the entropy stemmed from the study of cyclic pro-
cesses of heat engine. For a reversible cyclic process,
Q,/T, and Q,/T, (where Q, is heat absorbed at temperature
T, and Q, is heat rejected at T,) were found to be identical
and independent of the path the process followed, i.e., the
Q/T’s were dependent only on the initial and final states.
The entropy of a system, customarily denoted by S, has
been defined so that its differential change is equal to
dQ/T, when all changes of the system take place revers-
ibly, that is,
dQ =TdS .4)
Thus, the entropy is by definition a state function as is
the internal energy. This is an important characteristic of
entropy as will be shown in the following few chapters. As
is obvious from the defining equation, the entropy change
of a system would be zero for an adiabatic and reversible
process. For an irreversible process, involving energy deg-
radation, dQ < TdS.

Thermodynamic Functions
Combining Equations 2.2, 2.3, and 2.4 gives

dU=TdS — PdV 2.5)
This equation by itself is fully capable of describing the
change of a homogeneous closed system. However, along
the course of development of thermodynamics it has been
found more convenient to define three additional functions
to describe the system change.

By definition, _
Enthalpy H=U+ PV (2.6)
Helmholtz free energy A=U-TS 2.7
Gibbs free energy G=H-TS (2.8)

From Equations 2.2 and 2.3 and the relationship of
d(PV) = PdV + VdP,

dU = dQ — d(PV) + VdP
or
d(U + PV) = dQ + VdP

Combining the above equation with Equation 2.6 at con-
stant pressure gives,



dH = dQ

The above equality indicates that the heat added to, or
extracted from, a system at constant pressure is equal to
the enthalpy change of the system. This is the basic idea
behind the definition of enthalpy. The convenience of de-
fining enthalpy becomes evident also when dealing with
flow processes where U and PV appear together. The Gibbs
free energy is most conveniently utilized in phase and/or
chemical equilibrium calculations as shown in Chapter 3
and also in the chemical equilibria chapter in Volume 2.
From an engineering application point of view, the Helm-
holtz free energy is not so useful as the Gibbs free energy,
but is given here to show its interrelationship with other
thermodynamic functions.

Because thermodynamics is only capable of describing
the changes of system properties, it is more convenient to
express the three defined functions in differential forms.
Equation 2.5 provides the basis for deriving the differential
equations of the three functions.

Differentiating Equations 2.6 and 2.7, and combining with
Equation 2.5 gives

dH =TdS + VdP, (2.9)

dA = —-SdT — Pdv (2.10)
Differentiating Equation 2.8 and combining with Equation
2.9 gives

dG = —-SdT + VdP (2.11)
Now the change in U, H, A, or G between any two states
can, in principle, be calculated by integrating the appro-
priate differential equation, 2.5, 2.9, 2.10, or 2.11.

From a mathematical point of view, the integration of
the right-hand side of each expression requires a functional
relationship among P, V, T and S. For instance, in order
to integrate Equation 2.11, S and V should be expressed as
functions of T and P.

S=8(,P) (2.12)

V=V(,P) (2.13)
Then, the integration will result in G as a function of T and
P, as follows.
G=G(T,P) (2.19)
In fact, it has been found from experimental observations
that the volume V is fixed if T and P are fixed for a ho-
mogeneous closed system, and so is the internal energy U.
Furthermote, as obvious from the defining equations

Homogeneous Closed Systems 7

(Equations 2.5 through 2.8), S, H, A, and G of the system
are also fixed if T and P are fixed. Actually, it does not
have to be the temperature and the pressure that are to be
fixed. Any two of the eight state variables appearing in the
aforementioned four differential equations (Equations 2.5,
2.9 through 2.11) can fully define all other variables for
a homogeneous closed system, thus fixing the entire system
(for a heterogeneous closed system refer to ‘‘phase rules’’
in Chapter 3.). Yet, the temperature and pressure are the
two most familiar properties among the eight, and their re-
lation to volume has been of particular interest in the phys-
ical world.

The relation of V to T and P (Equation 2.13), known as
P-V-T relation, may be found by experimental measure-
ments. As a matter of fact, many P-V-T experiments have
been made in the past century for a variety of substances
including hydrocarbons. Because the P-V-T data are abun-
dant and easy to measure with high accuracy, all other
properties that are more difficult to measure are commonly
related to P-V-T data. The derivations of the relationships
follow.

Maxwell Relations

The following mathematical manipulation is to obtain an
expression relating S, T, P, and V, and subsequently to
demonstrate the usefulness of Maxwell relations in ynder-
standing how the eight state variables are related to each
other.

Applying the chain rule to Equation 2.14 for total dif-
ferential gives

G G
dG=|—) dr+|(— ) dP
T/, P/,
Comparing like terms in Equations 2.11 and 2.15 results
in
(%)
— = _S
oT/,

()
P/,

Differentiating Equation 2.16 with respect to P, at constant
T, gives '

[(2)]--)
ap(\or/,],” \ap/.
Differentiating Equation 2.17 with respect to T, at constant
P, gives

(2.13)

(2.16)

2.17)

(2.18)
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HEL-G .

| (2.19)

Because the order of differentiation is immaterial, the left- -

hand sides of Equations 2.18 and 2.19 are identical, thus
resulting in

(as) (av)
oP aT

Equ'ation 2.20 is one of the four Maxwell relations and
relates S to T and P, provided that the P-V-T relationship
is known. A more convenient way of deriving Maxwell
relations is to apply Green’s theorem directly to the differ-
ential Equations 2.5, 2.9, 2.10, and 2.11. In fact, Equa-

tions 2.10 through 2.20 constitute a proof of Green’s theo-
rem which states that if

(2.20)

dZ=MdX + NdY 2.21)
is exact, then
<6N) B (aM) o
X/, \oY/, 2

The three remaining Maxwell relations can be found by
applying this theorem to Equations 2.5, 2.8 and 2.10.
From Equation 2.5,

&),
v/ EN @23)
From Equation 2.8,
()~
P/, \as/, @24)

From Equation 2.10,

)6
av), \er/, (2.2%)

Equations 2.23 and 2.24 are of little practical value be-
cause they involve an isentropic (constant entropy) condi-
tion that is practically impossible to duplicate experimen-
tally and also awkward to compute. Their derivations are
included here for completeness of the Maxwell relations,
however. The other two Maxwell relations, i.e. Equations
2.20 and 2.25, are very useful in relating the thermody-
namic functions U, H, §, A, and G of a system to T, P,
and/or V of the same system.

Because T and P, being intensive properties, are the
dominant variables in the physical world, it is a common
practice to relate the five thermodynamic functions directly
to T and. P or indirectly to T and V, with V as a function
of T and P. This is to evaluate the effects of temperature
and pressure (or temperature and volume) on the thermo-

" dynamic functions.

Equation 2.20 is used to relate the functions to T and P,
and Equation 2.25 is used for relating the functions to T
and V. It is, however, not necessary to relate each of the’
five functions individually to T and P (or T and V). Only
two functions, i.e., § plus either U or H need to be related
to T and P (or T and V). For convenience, the enthalpy,

“in addifion to the entropy; are chosen here to express the
property dependence on T and P, and U and S are chosen
for the property dependence on T and V. Then, the other
three functions U (or H), A, and G are automatically related
to T and P (or T and V) via the defining Equations 2.6
through 2.8.

It is also important to recognize that the use of Maxwell-
relations for relating H and Sto Tand P (or Uand Sto T
and V) inevitably involves an integration which, in turn,
requires a reference property (integration constant). In gen-
eral, the ideal gas property is used as the reference as will
be shown in the next few sections. Therefore the ideal gas
P-V-T relationships will be first reviewed for the subse-
quent use of the relationships in deriving the expressions
for real fluid properties.

Ideal Gas Behavior

An ideal gas is an imaginary gas that obeys the following
P-V-T relation for all temperatures and pressures:

V=RT/P (orZ= PV/RT = 1.0) (2.26)
Real gases do not obey this relationship except at very low
pressures, i.e., the compressibility factor, Z, varies with
T and P for real gases, except at very low pressure and/
or high temperature. '

Differentiating Equation 2.26 with respect to T, at con-
stant P, gives

(ov) _R
or), P
Combining Equations 2.26 and 2.27 and rearranging, re-
sults in ’

2.27)

(2.28)



Differentiating Equation 2.27 with respect to T, at constant
P, gives

a*v

_2 = 0

aT* /),
Rearranging Equation 2.26 as P = RT/V and differentiating

with respect to T, at constant V, and combining the result-
ing equation with Equation 2.26 gives

(aP) _R
T/, V

The above ideal gas P-V-T relationships will be used to
derive the expressions for the effects of temperature and
pressure (or temperature and volume) on the thermody-
namic properties of real fluids.

(2.29)

(2.30)

Properties as Functions of T and P

Expressions for describing the effects of temperature and
pressure on the thermodynamic functions are derived by
starting with H and S expressions together with Equation
2.20 of Maxwell relations. Derivations of equations for
thermodynamic functions as functions of T and P are pre-
sented here. ‘

Enthalpy, H(T,P)
A general form of enthalpy expression is obtained by

defining H as a function of T and P, and writing the func-
tional relationship in total differential form, as follows:

oH oH
() - (8.
aT/, 0P/,

(2.31)

It should be remembered that any of eight variables
(U,H,5,A,G,P,V,T) can be fully defined by any two other
variables.

The temperature and pressure derivatives of H in Equa-
tion 2.31 will be found next. The isobaric effect of tem-
perature on the enthalpy, (3H/dT),, is, by definition, the
heat capacity at constant pressure, i.e.

(aﬂ) p
o),

The isothermal effect of pressure on the enthalpy is ob-
tained by combining Equation 2.9, at constant T, with the
Maxwell relation given as Equation 2.20: ’

(2.32)

‘o
[

Homogeneods Closed Systems Q

CREEA

Combining Equations 2.31, 2.32'; and 2.33 gives

2.34
pr= (2.34)

()]
dH =CpdT + |V —-T|—] |dP
P
Expressing C, and V as functions of T and P, and inte-
gration of Equation 2.34 from one state (T,,P,) to another
state (7,,P,) would give the enthalpy difference between
these two states. Although such an integration is possible,
it is more practical to calculate the enthalpy difference from
the isothermal form of Equation 2.34, or the differential
form of Equation 2.33 as given below.

fon=[v-(3), ]},

Calculation of H at any T and P, by integrating Equation
2.35, would require V as a function T and P and a known
H as a reference. Generally, the ideal gas state enthalpy,
H*, at the same temperature as H is chosen as the refer-
ence, because it is dependent only on temperature, and the
H* data are readily available from the ideal gas state heat
capacities which are abundant and relatively easy to obtain
with good accuracy. '

(2.35)

A state function is independent of the path followed.

Therefore, any arbitrarily chosen path may be followed in
the integration of any state function, such as Equation 2.35.
A widely used path is to integrate from P (reference pres-
sure) to P = 0 along ideal gas state path at given temper-
ature T, and then to integrate isothermally from P = Q to
P along real path. When the function becomes infinite at
P = 0 upon integration, an additional manipulation is nec-
essary, as is shown later in the derivation of entropy expres-
sion.

gives

0
av
H—H*=j [V—T(—) :ldP
P, T/ p

(ideal)
[ [-r(Z) )

(real)

The first right-hand side termn vanishes, because the inte-
grant is zero for an ideal gas from Equation 2.28. Thus,

Integrating Equation 2.35 from P, to P, at constant T,

l



