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PREFACE

Pictorial information, in all its varieties, constitutes the most
important source of our sensory data as well as (apart from the
phonetic language) the most general means of communication between
people. Inevitably, use of this sort of information becomes steadily
the most important means of man-computer communication.

It has started to develop almost at the beginning of computer era:

in a sense, the tens of blinking lamps on the early computer panels
were a means of visual communication. Apart from this primitive "visual
communication", the use of true pictures to exchange information bet-
ween computers and people can be divided into two main types:

a) real-image. processing and analysis
b) computer graphics.

In image processing, the real imaces from the outside world (real

scenes photographs, microscopic images, satellite images, fingerprints,
and many others) are inputted to the computer (e.g. by TV means) and
processed by it. The results of processing can be of different types:
other pictures (e.g. enhanced, noisefiltered, etc.), quantitative
descriptions of the picture contents (e.g. number of objects, areas

of cells, positions of some features, etc.), recognition decisions (e.g.
name of an alphanumeric character, fingerprint classification code,
abnormal cell identification, etc.), interpretations (e.g. meaning of
a scene, description of a particle-collision event in nuclear physics,
etc.). The new use of image processing to store and retrieve pictures
in large pictorial data bases is also emerging presently.

In computer graphics, generally not the real images, but descriptions
of some, more or less "abstract" drawings are inputted by a human

operator to the computer. The input has the character of expressions

in some descriptive (artificial) language and/or manual "drawing"
(pointing out required positions) with a light-pen on the display
screen. The computer stores these picture descriptions in some internal
(usually non-pictorial) form and displays them in pictorial form on

the graphic display screen (or draws on the ploter) for the convenience
of the human operator. It can also introduce some "corrections" to
these pictures (e.g. straightening of crooked lines drawn by the
light-pen), manipulate them (e.gq. zooming, rotation in space) and
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calculéte required parameters ( e.g. transmittance of the electronic
circuit from the scheme drawn, strain distribution along the beam,
etc.). The computer animation of cartoons also uses these techniques.
Generally, in image processing the input images are processed by
compufer (producing eventually some descriptions or "understanding"
of their meaning), whereas in computer graphics the images are
generated by a computer on the basis of their input descriptions.
Both areas share, nevertheless, certain common features, which arise
from manipulation of common type of data (pictures) and manifest them-
selves in the field of picture description and manipulation (for the
display) .

This book is dedicated to digital systems of image processing. Several
European computer systems are described here in detail: GOP and CELLO
from Sweden, BIHES ("Budapest Intelligent Hand-Eye-System") from
Hungary, CPO-2/K-202 from Poland and S.A.M. (called previously MODSYS)
from Federai Republic of Germany.

For various reasons, some other interesting European systems have not
been included here. To compensate this, a fairly representative survey
of European systems has been included. It reviews and compares system-
atically eleven systems, including all these listed above. The survey
is a somewhat extended and reworked version of an invited paper pre-
sented at the EUSIPCO-80 Conference held in Lausanne in September 1980.

In order to show the readers possible practical usefulness of such
systems and to introduce them into the methods and techniques of image
processing, the book has been augmented finally by the paper by Milgram
and Rosenfeld, the leading specialists in the field. This paper presents
on a specific example of infrared images analysis a wide range of
methods and techniques of image processing, analysis and recognition.

The editors sincerely acknowledge the collaboration of all the contri-
butors to the book and wish to express their gratitude to the European
Association for Signal Processing EURASIP for their kind permission

to use the survey paper from EUSIPCO-80-Conference for this book.

The authors would like to express their thanks to Springer-Verlag for
publishing this volume.

»
~

Warsaw, January 1981 Leonard B o 1 c

Zenon Kulpa
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Abstract

In the paper, a selected group of eleven universal (computer
based) image processing systems is surveyed and compared. They
constitute a seemingly representative sample of the vast variety
of such systems built in the last decade in European countries.
The survey covers systems built for research purposes, either in
image processing as such or for some other specific problem area,
as well as more practically-oriented ones, including a commercially
available routine picture analyzer. An overall classification of
their general aims as well as basic parameters and features of
their hardware structure, software support and application area

is given.

1. Introduction

The purpose of this paper is to cast an overall glance at the
vast European scene of universal image processing systems designs.
In many different research institutions all over Europe there were
designed or are being constructed various such systems, aimed
either as tools facilitating basic research in digital picture
processing or as practical devices for some more or less specific
application. They are often constructed independently of the other
analogical constructions existing or planned elsewhere. Their
structure and parameters are frequently selected on ad hoc basis or
result from specific limitations of chance elements (or building
blocks) "just at hand" at the time of the system construction. As
it is therefore understandable, they represent a great variety of
structures, technical parameters as well as usage modes. Neverthe-
less, some general features can be found in this variety. The goal
of this paper is to put some order in it, providing thus some
guidelines for future designers, to help them in their own system
development.

Because of rather great number of groups interested in picture
processing and building their own systems, it was of course impos-
sible to make this survey fully exhaustive. The main criterion of
selection has been simply the familiarity of the author with the
system, either personal or through generally accessible scientific
literature and a sort of a questionnaire sent to the designers
(see Acknowledgments section), or both. Several systems, less known

to the author (lacking enough technical data to fill in the tables



below) have had to be therefore excluded. For example, it resulted
in omitting several seemingly interesting systems developed in FRG
(see [61]) about which I have got too fragmentaric informations and
too late to be able to collect them for this survey.

Furthermore, only universal systems have been considered, i.e.

that easily programmable for different tasks of sufficiently wide
problem area. In effect, all of them include such or another prog-
rammable digital processor used to process pictures: a general-
-purpose (mini-)computer or a special hardwired image processor.
Finally, all ERTS (Earth Resources Technology Satellite) image
processing systems have been deliberately excluded from this survey,
as they are a class by itself, having rather specific single source
of images and their own specific analysis techniques, emphasizing
classification of single pixels described by multispectral data,
rather than contextual processing of two-dimensional shapes in the
picture.

In spite of this non-exhaustiveness, the small set of only 11
systems surveyed here seems to be in several respects quite repre-
sentative for the diversity of European image processing systems.

I apologize for all omissions of the systems whose features sub-
stantiate them to be included in any such survey pretending to be
representative. Any system designer confident that his system
should have been included here is encouraged to send the system
characteristics to the author - it will eventually help in prepara-
tion of the next version of the survey. The first version of this
paper was presented at the EUSIPCO-80 conference in Lausanne [341,
and was also included in the materials of the associated course on
Parallel Picture Processing [35]1. The materials of this course con-
tain also descriptions of several other image processing systems
(mostly of the d-type, see below), not surveyed here.

2. Image processing systems

All systems surveyed here are listed in Table 1. In the text
they will be referred to by names given in the first column. Those
having no name will be "called" by the first three letters of the
name of the laboratory head (see [6, 71).

The systems can be classified according to their general goals.

The following classes are distinguishable:
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b)

c)

d)

e)

Systems created as tools to investigate some specific scientific
problem with computational means: not intended to be multiplied
in several copies; the principal goal is to solve the problem
rather than to build a system (CELLO, (Nag), (Leb)).

Systems created as general purpose (although simple) image pro-
cessing devices: intended for a wide range of processing tasks;
rather research- than application-oriented; eventually with some
perspective of building several copies for different users; the
principal goal is to build a universal system for research in
image processing itself rather than to solve some specific

application problem (VIP, CPO-2).

Systems intermediate between the two above types: with some
specific application in mind (e.g. "robot-eye") but universal
enough and serving as a "research prototype" rather than a
unique laboratory assembly or a finished production model; the
principal goal is to build a fairly universal system, although
good for some specific application (BIHES, MODSYS).

Systems experimenting with new computer architectures for two-
-dimensional data processing inherent for image processing: used
to gain experience in effectiveness of the proposed set of hard-
ware operations and memory organization; the principal goal is
to build an effective and universal new processor rather than

a simple and cheap "working" assembly of existing devices
(PICAP, CLIP 4, GOP).

Commercially available systems for routine picture analysis:
universal enough to be usable in sufficiently wide range of dif-
ferent practical tasks but simple enough to be feasible for pro-
duction and marketing; the principal goal is to cover a wide
range of rather simple routine applications, yet worth of auto-
matization, due e.g. to massive amounts of analyses required
(Leitz T.A.S.).

How these general systems goals influence specific construction

features will be shown in the next three sections, discussing hard-

ware, software and application aspects of the systems.
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Fig. 1. General scheme of a universal image processing system

3. Hardware structures

The general configuration of a universal image processing sys-
tem can be schematically drawn as in Fig. 1. Depending on the type
of the system as given in the previous section, different parts of
this scheme become more important. For the type (a), the central
part is the computer in which all processing is done, and the image
scanner and output are simply computer peripherals making it possi-
ble to input/output the necessary data. They are built (or bought)
to fit best the needs of the particular problem. Hardwired proces-
sors and image memories are usually absent - the latter are even-
tually used to extend the computer memory or as flexible display
buffers. In the systems of the type (b) and (c), the role of pic-
ture input/output and the computer is equalized, image memories are
used as input image buffers, hardwired processors are usually
absent due to cost considerations and not yet too advanced state of
the art. The type (d) systems are built around the proposed hard-
wired processor. The image memories are partially contained in the
processor and partially used as picture input/output buffers. The
computer serves as a supervisor facilitating programming and non-
-pictorial communication with an operator. In the systems of the
type (e), all parts are highly integrated, the hardwired processor
is an important part, although mainly capable of performing simple
counting of picture features on binary images (areas, components,

etc.) rather than full-scale of multivalued picture processing.
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The computer (frequently a microprocessor) is used mainly for fur-
ther elaboration (e.g. statistical) of obtained counts.

In the Table 2 some technical parameters of the image
input/output part of the surveyed systems are given. The differen-
ces between various types of the systems can be seen quite markedly.
The (a)-type systems (CELLO, (Nag), (Leb)) are characterized by
usually large number of gray levels (256) and usually special input
scanners. For the (Leb) system, its application for image enhance-
ment enforces an accurate and high-resolution image acquisition and
hardcopy output. In CELLO, to achieve densitometric accuracy in
medical specimens scanning, a special OSIRIS vibrating-prism
scanner was adopted (see references in [1, 3]1) and the sophisti-
cated light-sensitivity, shading and positioning correction soft-
ware system run on a dedicated PDP 8/f computer was built [3], see
Table 3. In the (Nag) system, however, a standard TV input was
applied - it is justified by its use for off-line research in image
sequences analysis (e.g. road traffic monitoring), so that less
accuracy suffices. The scanning time is also not critical, due to
an off-line research-oriented mode of system’s usage. It required
anyway the storage of sufficiently long image sequences. A large-
-capacity image memory was needed for this purpose. Here, an analog
TV-disk capable of recording 600 TV-frames (Table 3) was employed.
All the above systems are therefore characterized by rather slow
but usually accurate scanners (except partially (Nag)), great num-—
ber of pixels scanned (except partially CELLO) and large number of
grey levels (usually 256).

All other systems use standard TV camera as an input scanner -
it is easily accessible, low-cost, easy in use and accurate enough
for general-purpose applications. It is interesting that none of the
systems surveyed use flying-spot scanners - they are expensive and
limit the form of input pictures, and are used rather in some
special-purpose systems (of the (a)-type, e.g. for particle tracks
images analysis in nuclear physics). The TV-camera input scanners
discussed here (other than (Nag)) sample and digitize the input in
real time, i.e. during a single TV-frame, or even half-frame in the
case of smaller resolution. The number of pixels is usually small
in the (d)-type systems (PICAP: 64 x 64, CLIP 4: 96 x 96). The small
number of pixels results from the dimensions of a special parallel

or semi-parallel processors array included in these systems -



larger dimensions would result in too big costs and less reliabi-
lity of the hardware. This small picture "window" can be usually
moved over an entire TV-frame and used with different pixel spacing
(PICAP). In the CLIP 4, the window is unmovable - the aim of this
system is basic research in parallel image processing however, so
that an input flexibility has been of secondary importance and made
rather simple. The exceptionally high resolution of the GOP system
is due to different organization of the processor: the large (up to
512 x 512 pixels) image matrices held in the processor memories are
processed by four parallel "computation pipelines", reading the me-
mory in a "rolling" fashion. There is, in fact, no parallel array
of processors: the parallelism exists in fetching pixels of the
neighbourhood (up to 64 x 64 pixels), but the image scan is perfor-
med serially (similar principle was actually applied also in PICAP
system) .

Practically all systems employ sampling with a square raster.
The very interesting exception is the hexagonal raster of the Leitz
T.A.S. system. The hexagonal raster has advantages of uniform
structure of the local point neighbourhood (no connectivity para-
doxes), and smaller number of points in this neighbourhood (25%
gain in local operations specification). Its disadvantage, among
others, is nonuniform representation of the natural horizontal/ver-
tical coordinate lines [23].

The number of gray levels is usually 16 for most of the non-(a)
-type systems, except MODSYS, GOP, Leitz T.A.S., and partially VIP.
The latter operate usually on binary (2-level) images. It is much
simpler and faster than processing of many-valued images, and it is
quite sufficient in a wide range of applications, especially for
good quality, high-contrast pictures. Additionally, in many systems
the digitization levels can be shifted by the computer, making it
possible to discriminate potentially between great many shades of
gray (CPO-2, VIP, PICAP, Leitz T.A.S.). For example, in the VIP
system, which main aims were simplicity and low cost, a single, but
computer-controlled threshold allows an acquisition of images with
many (usually 16) gray levels in the course of several input cycles.
Similar solution was adopted in the Leitz T.A.S. system, where,
additionally, the threshold can be used in a "sliced" manner (set-
ting to the value 1 all pixels between some narrow grey range
required).



