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Preface

Since the late 1960s, much has been done to establish the new field of software
engineering. The common objective has been to overcome the well-documented
difficulties of software development by adopting the methods, techniques and
professional practices of more traditional engineering disciplines. Such efforts
have led to significant improvements insofar as project organization and man-
agement are concerned, but unfortunately, too many programs produced today
still do not behave as expected. However, the last decade has also seen the emer-
gence of a number of approaches wherein software development is viewed as a
fully formal activity. All of these approaches have correciness as their primary
focus — that is, their aim is to obtain programs which provably satisfy some given
specification (a formal statement of the problem to be solved). Thus research in
this area necessarily encompasses two principal concerns:

— formal specification of solutions to problems, and
— formal development/calculation of programs from such specifications.

These two topics form the core interests now represented within IFIP Working
Group 2.1 on Algorithmic Languages and Calculi.

In former times, IFIP Working Group 2.1 was mainly concerned with defini-
tion of the algorithmic languages ALGOL 60 and ALGOL 68, for which it still
has international responsibility. In those days the syntax and semantics of pro-
gramming languages were at the forefront of computing science research. Since
1975, the Working Group has increasingly focused on systematic approaches to
programming in its broader sense, and on appropriate concepts and notations to
support such approaches. Today, the calculation of programs from specifications
constitutes the central theme of the group’s work. This is reflected in its official
Aim and Scope, which are as follows:

Aim:
To explore and evaluate new ideas in the field of programming, possibly leading
to the design of new languages.

Scope:
1. The study of calculation of programs from specifications.
2. The design of notations for such calculation.



3. The formulation of algorithm theories, using such notations.
4. The investigation of software support for program derivation.
5. Continuing responsibility for ALGOL 60 and ALGOL 68.

For some time the group had felt that its work had reached a state to be
presented to a wider audience in the form of in-depth surveys of the various
strains of thought. This met well with the emergence of a global activity of IFIP
of sponsoring State-of-the-Art Seminars in developing countries. As a result, such
a seminar was conceived as to provide access to the foremost front of research
on Formal Program Development. This book contains background texts for the
seminar lectures.

The first actual presentation of the seminar took place in January 1992 near
Rio de Janeiro, Brazil. It was hosted by Armando Haeberer from the Pontifica
Universidade Catoélica at Rio de Janeiro and took place in most splendid tropical
surroundings on Itacurugd Island. We are most grateful to Armando for making
this seminar possible and for his excellent arrangements. We also express our
gratitude to IBM-Brazil, Conselho Nagional de Pesquisa e Disenvolvimiento and
Pontifica Universidade Catélica at Rio de Janeiro for their generous support. Fi-
nally we wish to thank the referees for their detailed evaluations and M. Russling
for his help in preparing the manuscript for this volume.

Augsburg, Ulm and Surrey, July 1993

Bernhard Moller, Helmut Partsch, Steve Schuman
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Introduction

Bernhard Méller!, Helmut A. Partsch?®, Stephen A. Schuman®

! Institut fir Mathematik, Universitat Augsburg, D-86135 Augsburg, Germany
2 Fakultat fir Informatik, Universitat Ulm, D-89069 Ulm, Germany
3 Dept. of Mathematics, University of Surrey, Guildford, Surrey GU2 5XH, UK.

1 The Topics

The book attempts to survey the area of Formal Program Development. The most im-
portant subthemes of this area are

— formal specifications (as starting points for subsequent calculations),

particular calculi and their theoretical foundations (inclusive of development calculi),
rules and strategies (contents of calculi) used in such calculations, and

systems to support these formal calculations.

1.1 Formal Specifications

A formal specification is intended to give a precise description of a problem to be solved
by some piece of software. Research on formal specification deals mainly with appropriate
concepts and the corresponding language constructs, including their theoretical founda-
tions. These aspects deal with the use of specification constructs in describing concrete
problems, with the construction of specifications in a systematic way. Additional aspects
of this research are concerned with methodological issues such as acquisition, evolution,
development and validation of formal specifications. Today, there is no commonly agreed
general-purpose specification formalism. Rather, there is a spectrum of specific techniques
based on different theoretical foundations and aimed at describing particular classes of
problems (or systems) in the most appropriate way. In this book, formal specifications
are explicitly addressed in the contributions by PARTSCH, PEPPER and FEATHER. In the
algebraic approach, as dealt with in the papers by PARTSCH and PEPPER, a software
system is specified in terms of its components through a hierarchically related structure
of algebraic types. In each of these types, objects, object classes and operations are de-
fined through algebraic axioms. These axioms describe the essential properties of the
individual operations without refering to their operational realization. Propositions on
the overall behaviour may then be inferred from the individual axioms, the interactions of
the various operations and the hierarchical relationships between the component types.

In the behaviour-oriented approach, as discussed in FEATHER’s contribution, a sys-
tem is specified in terms of its possible events and its reactions to those events. Static
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characteristics of the system concerned are captured in the notion of state, and sequences
of states (or state-changes) describe the system’s dynamic behaviour. Particular aspects
within this overall framework are constraints on states and their maintenance during
state-changes, inference mechanisms to extract information on prior and future states,
as well as demons which cause certain changes of state.

The issue of formal specification is also implicitly addressed by some of the other con-
tributions focussed mainly on calculi. Here too, different formalisms are used, partly due
to the specific semantic framework, but also influenced by the class of problems consid-
ered. PETTOROSSI/PROIETTI’s and BOYLE/HARMER’s derivations start from functional
specifications (ML and pure LISP with data abstraction, respectively), as do those by
BIRD/DE MOOR and SWIERSTRA /DE MOOR. SMITH’s specifications include set theoretic
data types, notations from first-order logic, as well as specifications by pre/post condi-
tions. MORGAN and PETTOROSSI/PROIETTI use logical specifications (in Z and Prolog,
respectively). MOLLER also deals with set-theoretic specifications.

1.2 Calculi

Calculi are the main focus of WG 2.1’s current activities. Therefore, various calculi and
their theoretical foundations are comprehensively dealt with in this book. Common to
all these calculi is the intent to provide a kind of mathematics of program construction.
Differences arise mainly in their underlying theoretical basis and, consequently, in the
concrete rules of the particular calculus.

As to the theoretical foundations, in all approaches theories are imported from math-
ematics. Predicate logic and implicational reasoning form the basis of MORGAN’s refine-
ment calculus. PEPPER’s calculus also uses first-order logic, but in the form of Gentzen
style rules of natural deduction. SMITH’s approach to algorithm design is essentially based
on the idea of translating one theory into another. Set theory with relational theory and
formal language theory as subtopics is the basis of MOLLER’s calculus. Relational theories
are also used in the calculi of BACKHOUSE/HOOGENDIIK and BIRD/DE MooOR. In addi-
tion, they adapt notions from category theory, which is a source of ideas for SINTZOFF’s
general development calculus as well.

The practically important part of each calculus lies in the formulation and use of
its associated rules and strategies. The rules and strategies discussed by PEPPER, PET-
TOROSSI/PROIETTI and SWIERSTRA /DE MOOR are general in the sense that they are
largely language-independent and applicable to a variety of problems — although partic-
ular languages and problem domains are used in their presentation. BoYLE/HARMER’s
rules also are applicable to a variety of problems, but they are mainly syntactical and,
as such, language-specific. In contrast to this, BIRD/DE MOOR, MOLLER and SMITH
present problem-oriented rules, i.e., language-independent rules targeted towards partic-
ular classes of problems.

1.3 Systems

There are many experimental systems which support formal program development. Like-
wise, a number of aspects amenable to automation are addressed by such systems. In the
context of this book, emphasis is given to those aspects related to the central activity,
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viz. calculation of programs; the relevant literature should be consulted for information
on support for other important aspects of software development. From the wide range
of possible approaches, two extreme positions w.r.t. the way programs are calculated are
represented here. BoyLE/HARMER’s system is essentially driven by syntactic rewriting,
according to built-in strategies and without user interaction. In SMITH’s system the user
is offered a choice between various built-in strategies for algorithm design, from which
the system then automatically derives the requested program using its knowledge-base
and inference mechanism.

2 Additional Interests of WG 2.1

In addition to the topics explicitly addressed by the contributions in this book, there are
other areas represented within WG 2.1 but only marginally reflected here. Nevertheless, it
seems worthwhile to at least mention them, in order to give an impression of the breadth
of the group’s interests. Moreover, many of these latter topics are subjects of ongoing
research, building on the results summarized in this book, rather than being state of the
art.

In addition to the semantic issues explicitly addressed in the context of calculi, the-
oretical aspects of languages such as type theory, non-determinism, parallelism, concur-
rency and distributed systems are discussed within WG 2.1, as are many more pragmatic
issues of language design.

With respect to methodology, reuse and adaptation of designs or developments and
transformation towards parallel execution are fairly recent research topics. On the bor-
derline between theory and methodology, the incorporation of efficiency considerations
and the formalization of reasoning must also be mentioned.

The issue of system support is considered within the Working Group in a much wider
sense, covering nearly all aspects related to automating the production of software. Such
interests include optimizing compilers, integrated development environments, end-user
interfaces, all kinds of language-oriented tools as well as their underlying databases or
knowledge-bases.

Although this book gives a fairly comprehensive account of the state of the art in for-
mal program development, not all subjects could be treated in depth (owing to its mainly
tutorial objectives). However, further information may be obtained by pursuing the ref-
erences provided here. In particular, the reader is referred to reports of ongoing research
in this area which are contained in the proceedings of the IFIP Working Conferences
organized by WG 2.1.

3 Summaries of the Contributions in this Book

BACKHOUSE/HOOGENDIIK’s paper introduces an algebra of data types oriented towards
the calculation of polymorphic functions and relations. Their approach is similar to theo-
ries of types in a functional setting, but differs in including non-determinism. Moreover, it
achieves a uniform treatment of data and control structures. The major goal of the paper
is to construct a framework in which a large class of type manipulation problems can be
reduced to straightforward calculation. Economical notation and elegant programming
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laws are used to express powerful fundamental concepts. Particular emphasis is laid on
comparing and contrasting the calculus with the Bird-Meertens formalism as used in the
contribution by SWIERSTRA /DE MOOR.

BIRD/DE MOOR introduce a calculus based on a categorical setting and involving
relational concepts and the theory of free inductive data types. They state and prove a
general theorem about problems treatable by greedy algorithms. The use of the calculus
and the theorem are demonstrated with the minimum lateness problem, a job-scheduling
application. BIRD/DE MOOR view greedy algorithms as refinements of dynamic program-
ming. This latter paradigm is applicable if the principle of optimality applies (i.e., an
optimal solution to a problem can be composed of optimal solutions to subproblems if a
certain monotonicity condition holds). Whereas dynamic programming decomposes the
input in all possible ways, a greedy algorithm considers only one (usually unbalanced)
decomposition and reduces the input in each step as much as possible. BIRD/DE MOOR’s
work has an obvious relationship with SMITH’s studies on divide and conquer algorithms.

BoYLE/HARMER'’s paper deals with the use of automated program transformations as
realized in the TAMPR system. The purpose of the TAMPR, transformations discussed in
this paper is the derivation of efficient vectorizable programs from functional specifications
in pure LISP enhanced by a data abstraction mechanism. TAMPR is built on Chomsky’s
idea of a transformational grammar; the laws of the underlying program algebra are
expressed as rewrite rules. TAMPR also tackles some general problems that are inherent
to functional languages, e.g., the speed and storage costs of higher-order functions and
the lack of selective updating. It has been used to derive a large number of realistic
programs, several of which are in everyday use. The particular application area considered
in BOoYLE/HARMER’s contribution is numerical solutions to a practical fluid dynamics
problem, stated in terms of hyperbolic partial differential equations. The results obtained
are remarkable. For instance, the derived program given in the paper runs faster on a
CRAY X-MP vector supercomputer than its hand-coded counterpart.

FEATHER gives a guided tour of the language Gist, a representative of formalisms for
behaviour-oriented specification. This kind of specification is based on the notions of state
and state-changes, which is motivated by the observation that it is difficult to express
ongoing behaviours in a functional setting. Such approaches address the need to describe
the interactions of a system with its environment, and to express complex behavioural
requirements. Apart from considering the advantages of constructing a formal specifica-
tion in general, FEATHER deals mainly with constructs appropriate for describing such
properties. Among others, the following specification constructs are identified as useful
for these purposes: sequences of states (to denote behaviours), access to information from
prior and future states, nondeterminism, constraints and demons. In addition, operations
on such specifications are discussed. Such operations are construction and maintenance
(modification and re-use) of the specification, presentation and analysis (paraphrasing,
symbolic evaluation, prototyping) and the transition to an implementation. The discus-
sions are illustrated by a package router (i.e., a mechanism to sort postal packages into
one of several bins according to their destinations), and an elevator system (for bringing
passengers to their destinations in a multi-story building). The paper is rounded off by
a brief comparison with related approaches.

MOLLER introduces some operators and laws of an algebra of formal languages, a
subalgebra of which corresponds to the algebra of multiary relations. Central operations
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are join and composition, in particular in their iterated forms where they describe sets
of paths and reachability. The common algebraic structure of these iterations is that of
a Kleene algebra, which allows the statement of a powerful uniform induction principle.
Using this structure, a number of lemmas on paths in subgraphs are proved in a very
concise way. The algebra is then used in the formal specification and derivation of some
graph and pointer algorithms. The examples treated are cycle detection and reachability
in graphs, in-situ concatenation and reversal of singly-linked lists, a copying algorithm
for general pointer structures and parts of a garbage collection problem.

MORGAN gives an introduction to his refinement calculus, a method of deriving im-
perative programs and presenting their developments. While based on Dijkstra’s calculus
of weakest preconditions, MORGAN’s approach has a number of novel characteristics. In
contrast with Dijkstra’s original approach, weakest preconditions do not appear explic-
itly in program developments. Moreover, specifications (which may contain predicates)
and programs are not distinguished semantically, and may therefore be mixed. For the
derivations, use is made of an extensible collection of refinement laws derived from a basic
refinement relation between programs. Particular emphasis is laid on literate program-
ming when constructing program developments using the refinement calculus starting
from specifications in Z. In addition to simple examples (e.g., swap of two variables), a
complete derivation of a square root program is presented.

PARTSCH introduces the theoretical foundations and the major concepts of an alge-
braically based formalism for problem specification (using essentially the one developed
within the CIP project as a representative). This approach is based on the notion of
an algebraic type, which defines objects, object classes, and operations on these object
classes by means of algebraic axioms. Particular emphasis is laid on the use of such a
formalism for the specification of concrete problems, including the methodological aspects
of formalization. Many standard examples (sets, sequences, bags, maps) are covered. In
addition, more comprehensive examples are treated such as various formalizations of fi-
nite directed graphs (mainly to illustrate the formalization process), a bounded buffer (as
part of a simple communication system) and the cube problem (a not too sophisticated
puzzle that shows many pitfalls of formalization).

PEPPER’s contribution models the programming activity as a deduction in a for-
mal calculus for program development based on concepts from algebra and logic. In this
framework, programming is viewed as a process that successively extends the program
under consideration by adding new axioms or theorems to it. In this setting, axioms
constitute design decisions, whereas theorems make deducible knowledge explicit. Tech-
nically, the power of the approach is achieved by combining concepts from two related
areas: algebraic specifications are used to represent programs, and Gentzen style rules of
natural deduction are used to represent derivation processes. The paper presents the al-
gebraic framework and a collection of characteristic derivation rules illustrated by various
examples such as binary logarithm, fast integer division and majority voting.

PETTOROSSI/PROIETTI give an overview of traditional transformational methods, fo-
cusing on the rules and strategies approach (as opposed to the schematic or dictionary
approach). Their contribution deals with the transformation of functional programs, for-
mulated in a variant of ML, and using basic rules such as definition, unfold, fold, together
with laws of the underlying data algebra. Various strategies are surveyed, such as elimi-
nation of composition (to avoid intermediate data structures), tupling (to avoid repeated
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visits of data structures, thus enabling on-the-fly garbage collection), generalization and
a particular strategy for online programs. The topic of transforming logic programs is also
covered. In this context, strategies similar to the functional case are given. The treatment
is illustrated by a large collection of examples, such as evensum, Towers of Hanoi, fac-
torial, collecting tree leaves, Fibonacci numbers, palindrome recognition, Hilbert curves,
common sublists, minimal leaf replacement and prime numbers.

SINTZOFF’s contribution on typing endomorphisms proposes the kernel of a meta-
calculus for formal program derivations. This kernel is described in terms of an intuitive
semantics and of corresponding algebraic concepts inspired by the theory of cartesian
closed categories. It defines operations for composing deductions in such a way that
typing is defined as an endomorphism on deductions. The approach is compared with
others based on typed A-calculi and is related to the language DEVA.

SMITH’s contribution is composed of two parts, one on the automation of program
construction (as implemented in the KIDS system) and another one on a general theory of
algorithm design. The KIDS system provides knowledge-based support for the derivation
of correct and efficient programs from specifications. The specification language includes
set theoretic data types, notations from first-order logic and extensions that support
specifications by pre/post conditions. The KIDS system has components for performing
algorithm design, deductive inference, program simplification, partial evaluation, finite
differencing optimizations, data type refinement and case analysis. All of the KIDS oper-
ations are automatic except the algorithm design tactics, which at present require some
user interaction. The use of KIDS is traced in deriving a scheduling algorithm as a rep-
resentative for the many programs that have been derived using that environment. This
derivation illustrates various aspects such as design, deductive inference, simplification,
finite differencing, partial evaluation, data type refinement and other techniques. The
second part discusses the theory of algorithm design used in KIDS. Important concepts
are problem theories, algorithm theories, program schemes as parameterized theories,
design as interpretation between theories (theory morphisms), algorithm design tactics
and refinement hierarchies of algorithm theories.

SWIERSTRA /DE MOOR demonstrate a number of techniques that may be used in
calculating algorithms for sequence-oriented problems, using the Bird-Meertens formal-
ism. Their central theme is the use of virtual data structures, which allow optimization
by reasoning at the level of function compositions and then eliminating intermediate
data structures at the final transformation step. These ideas are illustrated by two seg-
ment problems on lists, viz. the maximum segment sum and the length of a longest low
segment.



Elements of a Relational Theory of Datatypes

Roland Backhouse and Paul Hoogendijk

Department of Mathematics and Computing Science
Eindhoven University of Technology
P.O. Box 513, 5600 MB Eindhoven, The Netherlands.

Abstract

The “Boom hierarchy” is a hierarchy of types that begins at the level of trees and
includes lists, bags and sets. This hierarchy forms the basis for the calculus of total
functions developed by Bird and Meertens, and which has become known as the “Bird-
Meertens formalism”.

This paper describes a hierarchy of types that logically precedes the Boom hierarchy.
We show how the basic operators of the Bird-Meertens formalism (map, reduce and filter)
can be introduced in a logical sequence by beginning with a very simple structure and
successively refining that structure.

The context of this work is a relational theory of datatypes, rather than a calculus of
total functions. Elements of the theory necessary to the later discussion are summarised
at the beginning of the paper.

1 Introduction

This paper reports on an experiment into the design of a programming algebra. The
algebra is an algebra of datatypes oriented towards the calculation of polymorphic func-
tions and relations. Its design draws most inspiration from earlier research into theories
of type in a functional setting but differs from those theories in including an element of
indeterminacy. The selection of results chosen for presentation here has been made on the
basis of level of correlation with the work of other members of IFIP Working Group 2.1.
Other published selections from the work of the research team can be found in references
(18, 19, 24, 26].

The goal of our work is to reduce a large class of type-manipulation problems to
straightforward calculation. The hope is that within the next century it will become
feasible to pose a large variety of such problems in school-leaving examinations alongside
problems in, say, the differential calculus (with the implication that they are at the same
level of difficulty). In order to achieve this goal it is vital to design a programming algebra
in which the combination of economical notation with elegant programming laws is used
to express powerful, fundamental concepts.

Fluidity of calculation is considerably enhanced by attention to two design consider-
ations. The first is that the operators in one’s algebra should be total functions: their use
should not be hedged with conditions on the type of their arguments, however simple
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those conditions may be. The second is that calculational rules should involve a mini-
mum of bound variables (at most four being our yardstick) and no complicated nestings
of universal and/or existential quantifications.

The axiomatic form of the calculus of relations developed by De Morgan, Peirce,
Schroder, Tarski and others has both these attributes par excellence as well as offering
mechanisms for modelling the indeterminacy that is pervasive in programming problems.
It has been chosen for these reasons as the basis for our experiment.

The contribution made in [5, 4, 3] is to extend the calculus of relations with the so-
called “polynomial relators”. That is, axioms are added defining a unit type, “junction”
and “split” operators, and then it is shown how, via the latter two operators, disjoint sum
and cartesian product are defined. Sum and product are so-called “relators” (a corruption
of the categorical notion of functor), and, with these as building blocks, new relators can
be constructed by composition and by the construction of fixed points.

In line with our design principles the junction and split operators are total functions:
this in contrast to most category-theory-inspired theories of type where type restrictions
are imposed on the corresponding operators. A consequence is that the laws in our system
have a recognisably different character to the laws in other systems. Instead of global type
restrictions on the variables in the laws the restrictions appear — where unavoidable —
in the laws themselves. One of our experimental objectives has been to explore to what
extent this would impede or enhance calculations. Our experience is that this design
decision was fortunate. Only occasionally do type restrictions occur in our formulae and
these act as a welcome reminder to the user of the calculus, and not as a tiresome detail.
In this paper only one such type restriction occurs — in the very last theorem.

The main concern of the current paper is to compare and contrast the calculus to
the so-called “Bird-Meertens Formalism”. This formalism (to be more precise, our own
conception of it) is a calculus of total functions based on a small number of primitives
and a hierarchy of types including trees and lists. The theory was set out in an inspiring
paper by Meertens [23] and has been further refined and applied in a number of papers
by Bird and Meertens [9, 10, 13, 11, 14].

Essentially there are just three primitive operators in the theory — “reduce”, “map”
and “filter”. These operators are defined at each level of a hierarchy of types called the
“Boom hierarchy” ! after H.J. Boom to whom Meertens attributes the concept.

The Boom hierarchy begins at the level of trees and subsequently specialises to lists,
(finite) bags and sets. In this report we describe a hierarchy of types that logically
precedes the Boom hierarchy and in which all three primitive operators of the Bird-
Meertens formalism can be defined. We call the hierarchy a hierarchy of “freebies” because
all types within the hierarchy are described by “free” algebras (i.e. algebras free of laws).
How the Boom hierarchy itself is captured in the spec calculus is described in a companion
paper [18].

Space limitations have dictated the form and content of this paper. The first eight
sections prepare the reader for section 9 in which the main contribution of the paper

! For the record: Doaitse Swierstra appears to have been responsible for coining the name
“Bird-Meertens Formalism” when he cracked a joke comparing “BMF” to “BNF” — Backus-
Naur Form — at a workshop in Nijmegen in April, 1988. The name “Boom hierarchy” was
suggested to Roland Backhouse by Richard Bird at the same workshop.



