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Preface

We would like to present, with great pleasure, the first volume of a new jour-
nal, Transactions on Rough Sets. This journal, part of the new journal subline
in the Springer-Verlag series Lecture Notes in Computer Science, is devoted to
the entire spectrum of rough set related issues, starting from logical and math-
ematical foundations of rough sets, through all aspects of rough set theory and
its applications, data mining, knowledge discovery and intelligent information
processing, to relations between rough sets and other approaches to uncertainty,
vagueness, and incompleteness, such as fuzzy sets, theory of evidence, etc.

The first, pioneering papers on rough sets, written by the originator of the
idea, Professor Zdzislaw Pawlak, were published in the early 1980s. We are proud
to dedicate this volume to our mentor, Professor Zdzistaw Pawlak, who kindly
enriched this volume with his contribution on philosophical, logical, and mathe-
matical foundations of rough set theory. In his paper Professor Pawlak shows all
over again the underlying ideas of rough set theory as well as its relations with
Bayes’ theorem, conflict analysis, flow graphs, decision networks, and decision
rules.

After an overview and introductory article written by Professor Pawlak,
the ten following papers represent and focus on rough set theory-related ar-
eas. Some papers provide an extension of rough set theory towards analysis of
very large data sets, real data tables, data sets with missing values and rough
non-deterministic information. Other theory-based papers deal with variable pre-
cision fuzzy-rough sets, consistency measure conflict profiles, and layered learn-
ing for concept synthesis. In addition, a paper on generalization of rough sets
and rule extraction provides two different interpretations of rough sets. The last
paper of this group addresses a partition model of granular computing.

Other topics with a more application-orientated view are covered by the
following eight articles of this first volume of Transactions on Rough Sets. They
can be categorized into the following groups:

— music processing,

— rough set theory applied to software design models and inductive learning
programming,

environmental engineering models,

medical data processing,

— pattern recognition and classification.

These papers exemplify analysis and exploration of complex data sets from var-
ious domains. They provide useful insight into analyzed problems, showing for
example how to compute decision rules from incomplete data. We believe that
readers of this volume will better appreciate rough set theory-related trends after
reading the case studies.



VI Preface

Many scientists and institutions have contributed to the creation and the
success of the rough set community. We are very thankful to everybody within
the International Rough Set Society who supported the idea of creating a new
LNCS journal subline — the Transactions on Rough Sets. It would not have
been possible without Professors Peters’ and Skowron’s invaluable initiative,
thus we are especially grateful to them. We believe that this very first issue
will be followed by many others, reporting new developments in the rough set
domain. This issue would not have been possible without the great efforts of
many anonymously acting reviewers. Here, we would like to express our sincere
thanks to all of them.

Finally, we would like to express our gratitude to the LNCS editorial staff
of Springer-Verlag, in particular Alfred Hofmann, Ursula Barth and Christine
Giinther, who supported us in a very professional way.

Throughout preparation of this volume the Editors have been supported
by various research programs and funds; Jerzy Grzymala-Busse has been sup-
ported by NSF award 9972843, Bozena Kostek has been supported by the grant
4T11D01422 from the Polish Ministry for Scientific Research and Information
Technology, Roman Swiniarski has received support from the “Adaptive Data
Mining and Knowledge Discovery Methods for Dzstrzbuted Data” grant, awarded
by Lockheed-Martin, and Marcin Szczuka and Roman Swiniarski have been sup-
ported by the grant 3T11C00226 from the Polish Ministry for Scientific Research
and Information Technology.

April 2004 Jerzy W. Grzymala-Busse
Bozena Kostek

Roman Swiniarski

Marcin Szczuka
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Some Issues on Rough Sets

Zdzistaw Pawlak!?

! Institute for Theoretical and Applied Informatics
Polish Academy of Sciences
ul. Baltycka 5, 44-100 Gliwice, Poland
2 Warsaw School of Information Technology*
ul. Newelska 6, 01-447 Warsaw, Poland
zpwQii.pw.edu.pl

1 Introduction

The aim of this paper is to give rudiments of rough set theory and present some
recent research directions proposed by the author.

Rough set theory is a new mathematical approach to imperfect knowledge.

The problem of imperfect knowledge has been tackled for a long time by
philosophers, logicians and mathematicians. Recently it became also a crucial
issue for computer scientists, particularly in the area of artificial intelligence.
There are many approaches to the problem of how to understand and manipulate
imperfect knowledge. The most successful one is, no doubt, the fuzzy set theory
proposed by Lotfi Zadeh [1].

Rough set theory proposed by the author in [2] presents still another at-
tempt to this problem. This theory has attracted attention of many researchers
and practitioners all over the world, who have contributed essentially to its de-
velopment and applications. Rough set theory overlaps with many other theories.
However we will refrain to discuss these connections here. Despite this, rough
set theory may be considered as an independent discipline in its own right.

Rough set theory has found many interesting applications. The rough set
approach seems to be of fundamental importance to Al and cognitive sciences,
especially in the areas of machine learning, knowledge acquisition, decision anal-
ysis, knowledge discovery from databases, expert systems, inductive reasoning
and pattern recognition.

The main advantage of rough set theory in data analysis is that it does not
need any preliminary or additional information about data — like probability in
statistics, or basic probability assignment in Dempster-Shafer theory, grade of
membership or the value of possibility in fuzzy set theory.

One can observe the following about the rough set approach:

— introduction of efficient algorithms for finding hidden patterns in data,
— determination of minimal sets of data (data reduction),

— evaluation of the significance of data,

— generation of sets of decision rules from data,

* Former University of Information Technology and Management.

J.F. Peters et al. (Eds.): Transactions on Rough Sets I, LNCS 3100, pp. 1-58, 2004.
© Springer-Verlag Berlin Heidelberg 2004



2 Zdzislaw Pawlak

— easy-to-understand formulation,
— straightforward interpretation of obtained results,
— suitability of many of its algorithms for parallel processing.

Rough set theory has been extended in many ways (see, e.g., [3-17]) but we
will not discuss these issues in this paper.

Basic ideas of rough set theory and its extensions, as well as many inter-
esting applications can be found in books (see, e.g., [18-27,12,28-30]), special
issues of journals (see, e.g., [31-34,34-38]), proceedings of international confer-
ences (see, e.g., [39-49] ), tutorials (e.g., [50-53]), and on the internet (see, e.g.,
www.roughsets.org, logic.mimuw.edu.pl,rsds.wsiz.rzeszow.pl).

The paper is organized as follows:

Section 2 (Basic Concepts) contains general formulation of basic ideas of
rough set theory together with brief discussion of its place in classical set theory.

Section 3 (Rough Sets and Reasoning from Data) presents the application of
rough set concept to reason from data (data mining).

Section 4 (Rough Sets and Bayes’ Theorem) gives a new look on Bayes’
theorem and shows that Bayes’ rule can be used differently to that offered by
classical Bayesian reasoning methodology.

Section 5 (Rough Sets and Conflict Analysis) discuses the application of
rough set concept to study conflict.

In Section 6 (Data Analysis and Flow Graphs) we show that many problems
in data analysis can be boiled down to flow analysis in a flow network.

This paper is a modified version of lectures delivered at the Taragona Uni-
versity seminar on Formal Languages and Rough Sets in August 2003.

2 Rough Sets — Basic Concepts

2.1 Introduction

In this section we give some general remarks on a concept of a set and the place
of rough sets in set theory.

The concept of a set is fundamental for the whole mathematics. Modern set
theory was formulated by George Cantor [54].

Bertrand Russell discovered that the intuitive notion of a set proposed by
Cantor leads to antinomies [55]. Two kinds of remedy for this discontent have
been proposed: axiomatization of Cantorian set theory and alternative set the-
ories.

Another issue discussed in connection with the notion of a set or a concept
is vagueness (see, e.g., [56-61]). Mathematics requires that all mathematical
notions (including set) must be exact (Gottlob Frege [62]). However, philosophers
and recently computer scientists have become interested in vague concepts.

In fuzzy set theory vagueness is defined by graduated membership.

Rough set theory expresses vagueness, not by means of membership, but
employing a boundary region of a set. If the boundary region of a set is empty
it means that the set is crisp, otherwise the set is rough (inexact). Nonempty
boundary region of a set means that our knowledge about the set is not sufficient
to define the set precisely.
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The detailed analysis of sorities paradoxes for vague concepts using rough
sets and fuzzy sets is presented in [63].

In this section the relationship between sets, fuzzy sets and rough sets will
be outlined and briefly discussed.

2.2 Sets

The notion of a set is not only basic for mathematics but it also plays an impor-
tant role in natural language. We often speak about sets (collections) of various
objects of interest, e.g., collection of books, paintings, people etc. Intuitive mean-
ing of a set according to some dictionaries is the following:
“A number of things of the same kind that belong or are used together.”
Webster’s Dictionary
“Number of things of the same kind, that belong together because they are
similar or complementary to each other.”
The Ozford English Dictionary
Thus a set is a collection of things which are somehow related to each other
but the nature of this relationship is not specified in these definitions.
In fact these definitions are due to Cantor [54], which reads as follows:

“Unter einer Mannigfaltigkeit oder Menge verstehe ich namlich allgenein jedes
Viele, welches sich als Eines denken lasst, d.h. jeden Inbegriff bestimmter Ele-
mente, welcher durch ein Gesetz zu einem Ganzen verbunden werden kann.”

Thus according to Cantor a set is a collection of any objects, which according
to some law can be considered as a whole.

All mathematical objects, e.g., relations, functions, numbers, etc., are some
kind of sets. In fact set theory is needed in mathematics to provide rigor.

Russell discovered that the Cantorian notion of a set leads to antinomies
(contradictions). One of the best known antinomies called the powerset antinomy
goes as follows: consider (infinite) set X of all sets. Thus X is the greatest set.
Let Y denote the set of all subsets of X. Obviously Y is greater then X, because
the number of subsets of a set is always greater the number of its elements.
Hence X is not the greatest set as assumed and we arrived at contradiction.

Thus the basic concept of mathematics, the concept of a set, is contradic-
tory. This means that a set cannot be a collection of arbitrary elements as was
stipulated by Cantor.

As a remedy for this defect several improvements of set theory have been
proposed. For example,

— Axiomatic set theory (Zermello and Fraenkel, 1904).
— Theory of types (Whitehead and Russell, 1910).
— Theory of classes (v. Neumann, 1920).

All these improvements consist in restrictions, put on objects which can form
a set. The restrictions are expressed by properly chosen axioms, which say how
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the set can be build. They are called, in contrast to Cantors’ intuitive set theory,
axiomatic set theories.

Instead of improvements of Cantors’ set theory by its axiomatization, some
mathematicians proposed escape from classical set theory by creating completely
new idea of a set, which would free the theory from antinomies. Some of them
are listed below.

— Mereology (Leséniewski, 1915).
— Alternative set theory (Vopenka, 1970).
— “Penumbral” set theory (Apostoli and Kanada, 1999).

No doubt the most interesting proposal was given by Stanisaw Leéniewski
[64], who proposed instead of membership relation between elements and sets,
employed in classical set theory, the relation of “being a part”. In his set theory,
called mereology, this relation is a fundamental one.

None of the three mentioned above “new” set theories were accepted by
mathematicians, however Lesniewski’s mereology attracted some attention of
philosophers and recently also computer scientists, (e.g., Lech Polkowski and
Andrzej Skowron [6]).

In classical set theory a set is uniquely determined by its elements. In other
words, this means that every element must be uniquely classified as belonging to
the set or not. In contrast, the notion of a beautiful painting is vague, because
we are unable to classify uniquely all paintings into two classes: beautiful and
not beautiful. Thus beauty is not a precise but a vague concept. That is to say
the notion of a set is a crisp (precise) one. For example, the set of odd numbers
is crisp because every number is either odd or even. In mathematics we have
to use crisp notions, otherwise precise reasoning would be impossible. However
philosophers for many years were interested also in vague (imprecise) notions.

Almost all concepts we are using in natural language are vague. Therefore
common sense reasoning based on natural language must be based on vague con-
cepts and not on classical logic. This is why vagueness is important for philoso-
phers and recently also for computer scientists.

Vagueness is usually associated with the boundary region approach (i.e., exis-
tence of objects which cannot be uniquely classified to the set or its complement)
which was first formulated in 1893 by the father of modern logic Gottlob Frege
(62], who wrote:

“Der Begriff muss scharf begrenzt sein. Einem unscharf begrenzten Begriffe
wiirde ein Bezirk entsprechen, der nicht iiberall eine scharfe Grenzlinie hatte,
sondern stellenweise ganz verschwimmend in die Umgebung iiberginge. Das ware
eigentlich gar kein Bezirk; und so wird ein unscharf definirter Begriff mit Un-
recht Begriff genannt. Solche begriffsartige Bildungen kann die Logik nicht als
Begriffe anerkennen; es ist unméglich, von ihnen genaue Gesetze aufzustellen.
Das Gesetz des ausgeschlossenen Dritten ist ja eigentlich nur in anderer Form
die Forderung, dass der Begriff scharf begrenzt sei. Ein beliebiger Gegenstand
z fallt entweder unter der Begriff y, oder er fallt nicht unter ihn: tertium non
datur.”
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Thus according to Frege

“The concept must have a sharp boundary. To the concept without a sharp
boundary there would correspond an area that had not a sharp boundary-line
all around.”

That is, mathematics must use crisp, not vague concepts, otherwise it would
be impossible to reason precisely.
Summing up, vagueness is

— Not allowed in mathematics.
— Interesting for philosophy.
— Necessary for computer science.

2.3 Fuzzy Sets

Zadeh proposed completely new, elegant approach to vagueness called fuzzy set
theory [1]. In his approach an element can belong to a set to a degree k(0 < k <
1), in contrast to classical set theory where an element must definitely belong or
not to a set. For example, in classical set theory language we can state that one
is definitely ill or healthy, whereas in fuzzy set theory we can say that someone
is ill (or healthy) in 60 percent (i.e., in the degree 0.6). Of course, at once the
question arises where we get the value of degree from. This issue raised a lot of
discussion, but we will refrain from considering this problem here.
Thus fuzzy membership function can be presented as

,u’X(x) exl,1>,

where, X is a set and z is an element.

Let us observe that the definition of fuzzy set involves more advanced math-
ematical concepts, real numbers and functions, whereas in classical set theory
the notion of a set is used as a fundamental notion of whole mathematics and
is used to derive any other mathematical concepts, e.g., numbers and functions.
Consequently fuzzy set theory cannot replace classical set theory, because, in
fact, the theory is needed to define fuzzy sets.

Fuzzy membership function has the following properties:

pu—-x(z) =1 — px(z) for any z € U, (1)
pxuy (z) = maz(px (z), py (z)) for any z € U,
pxny (z) = min(ux (z), py (z)) for any z € U.

This means that the membership of an element to the union and intersection of
sets is uniquely determined by its membership to constituent sets. This is a very
nice property and allows very simple operations on fuzzy sets, which is a very
important feature both theoretically and practically.

Fuzzy set theory and its applications developed very extensively over recent
years and attracted attention of practitioners, logicians and philosophers world-
wide.
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2.4 Rough Sets

Rough set theory [2, 18] is still another approach to vagueness. Similarly to fuzzy
set theory it is not an alternative to classical set theory but it is embedded in it.
Rough set theory can be viewed as a specific implementation of Frege’s idea of
vagueness, i.e., imprecision in this approach is expressed by a boundary region
of a set, and not by a partial membership, like in fuzzy set theory.

Rough set concept can be defined quite generally by means of topological
operations, interior and closure, called approzimations.

Let us describe this problem more precisely. Suppose we are given a set
of objects U called the universe and an indiscernibility relation R C U x U,
representing our lack of knowledge about elements of U. For the sake of simplicity
we assume that R is an equivalence relation. Let X be a subset of U. We want
to characterize the set X with respect to R. To this end we will need the basic
concepts of rough set theory given below.

— The lower approzimation of a set X (with respect to R) is the set of all
objects, which can be for certain classified as X with respect to R (are
certainly X with respect to R).

— The upper approzimation of a set X (with respect to R) is the set of all
objects which can be possibly classified as X with respect to R (are possibly
X with respect to R).

— The boundary region of a set X (with respect to R) is the set of all objects,
which can be classified neither as X nor as not-X with respect to R.

Now we are ready to give the definition of rough sets.

— Set X is crisp (exact with respect to R), if the boundary region of X is
empty.

— Set X is rough (inexact with respect to R), if the boundary region of X is
nonempty.

Thus a set is rough (imprecise) if it has nonempty boundary region; otherwise
the set is crisp (precise). This is exactly the idea of vagueness proposed by Frege.

The approximations and the boundary region can be defined more precisely.
To this end we need some additional notation.

The equivalence class of R determined by element z will be denoted by R(x).
The indiscernibility relation in certain sense describes our lack of knowledge
about the universe. Equivalence classes of the indiscernibility relation, called
granules generated by R, represent elementary portion of knowledge we are able
to perceive due to R. Thus in view of the indiscernibility relation, in general, we
are unable to observe individual objects but we are forced to reason only about
the accessible granules of knowledge.

Formal definitions of approximations and the boundary region are as follows:

R-lower approximation of X

R.(X) = |J{R(=): R(z) € X}, 2)

zeU



