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Preface

This volume contains the papers presented at the 17th Annual Internation Con-
ference on Algorithmic Learning Theory (ALT 2006) which was held in Barcelona
(Catalunya, Spain), October 7-10, 2006. The conference was organized with sup-
port from the PASCAL Network within the framework of PASCAL Dialogues
2006, which comprised three conferences:

Learning 2006 provided a forum for interdisciplinary study and discussion of
the different aspects of learning and took place October 2-5, 2006 on the campus
of Vilanova i La Geltru.

ALT 2006 was dedicated to the theoretical foundations of machine learning
and took place in the rooms of the Institute of Catalan Studies in Barcelona.
ALT provides a forum for high-quality talks with a strong theoretical background
and scientific interchange in areas such as query models, on-line learning, induc-
tive inference, algorithmic forecasting, boosting, support vector machines, kernel
methods, reinforcement learning and statistical learning models.

DS 2006 was the 9th International Conference on Discovery Science and
focused on the development and analysis of methods for intelligent data anal-
ysis, knowledge discovery and machine learning, as well as their application to
scientific knowledge discovery; as is already tradition, it was collocated and held
in parallel with Algorithmic Learning Theory.

In addition to these three conferences, the European Workshop on Curric-
ular Issues in Learning Theory initiated as the first regular meeting the Cur-
riculum Development Programme of the PASCAL Network taking place on
October 11, 2006.

The volume includes 24 contributions which the Programme Committee se-
lected out of 53 submissions. It also contains descriptions of the five invited talks
of ALT and DS; longer versions of the DS papers are available in the proceed-
ings of DS 2006. These invited talks were presented to the audience of both
conferences in joint sessions.

— Gunnar Ritsch (Friedrich Miescher Labor, Max Planck Gesellschaft, Tiibin-
gen, Germany): “Solving Semi-Infinite Linear Programs Using Boosting-Like
Methods” (invited speaker for ALT 2006)

— Carole Goble (The University of Manchester, UK): “Putting Semantics into
e-Science and the Grid” (invited speaker for DS 2006)

— Hans Ulrich Simon (Ruhr-Universitit Bochum, Germany): “The Usage of the
Spectral Norm in Learning Theory: Some Selected Topics” (invited speaker
for ALT 2006)

— Padhraic Smyth (University of California at Irvine, USA): “Data-Driven

Discovery Using Probabilistic Hidden Variable Models” (invited speaker for
DS 2006)



VI Preface

— Andrew Ng (Stanford University, USA): “Reinforcement Learning and Ap-
prenticeship Learning for Robotic Control” (invited speaker jointly of ALT
2006 and DS 2006)

Since 1999, ALT has been awarding the E. M. Gold Award for the most out-
standing contribution by a student. This year the award was given to Alp Atici
for his paper “Learning Unions of w(1)-Dimensional Rectangles,” co-authored by
Rocco A. Servedio. We would like to thank Google for sponsoring the E. M. Gold
Award.

Algorithmic Learning Theory 2006 was the 17th in a series of annual confer-
ences established in Japan in 1990. A second root is the conference series Ana-
logical and Inductive Inference previously held in 1986, 1989, 1992 which merged
with the conference series ALT after a collocation in the year 1994. From then
on, ALT became an international conference series, which kept its strong links to
Japan but was also regularly held at overseas destinations including Australia,
Germany, Italy, Singapore, Spain and the USA.

Continuation of ALT 2006 was supervised by its Steering Committee consist-
ing of Naoki Abe (IBM Thomas J. Watson Research Center, Yorktown, USA),
Shai Ben-David (University of Waterloo, Canada), Roni Khardon (Tufts Univer-
sity, Medford, USA), Steffen Lange (FH Darmstadt, Germany), Philip M. Long
(Google, Mountain View, USA), Hiroshi Motoda (Osaka University, Japan), Akira
Maruoka (Tohoku University, Sendai, Japan), Takeshi Shinohara (Kyushu Insti-
tute of Technology, lizuka, Japan), Osamu Watanabe (Tokyo Institute of Tech-
nology, Japan), Arun Sharma (Queensland University of Technology, Brisbane,
Australia — Co-chair), Frank Stephan (National University of Singapore, Repub-
lic of Singapore) and Thomas Zeugmann (Hokkaido University, Japan — Chair).

We would in particular like to thank Thomas Zeugmann for his continuous
support of the ALT conference series and in particular for running the ALT Web
page and the ALT submission system which he programmed together with Frank
Balbach and Jan Poland. Thomas Zeugmann assisted us in many questions with
respect to running the conference and to preparing the proceedings.

The ALT 2006 conference was made possible by the financial and adminis-
trative support of the PASCAL network, which organized this meeting together
with others in the framework of PASCAL Dialogues 2006. Furthermore, we ac-
knowledge the support of Google by financing the E. M. Gold Award (the cor-
responding award at Discovery Science 2006 was sponsored by Yahoo). We are
grateful for the dedication of the host, the Universitat Politécnica de Catalunya
(UPC), who organized the conference with much dedication and contributed to
ALT in many ways. We want to express our gratitude to the Local Arrange-
ments Chair Ricard Gavalda and all other colleagues from the UPC, UPF and
UB, who put so much time into making ALT 2006 to a success. Here we want
also acknowledge the local sponsor Idescat, Statistical Institute of Catalonia.
Furthermore, the Institute for Theoretical Computer Science of the University
of Liibeck as well as the Division of Computer Science, Hokkaido University,
Sapporo, supported ALT 2006.



Preface VII

The conference series ALT was this year collocated with the series Discovery
Science as in many previous years. We are greatful for this continuous collabora-
tion and would like in particular to thank the conference Chair Klaus P. Jantke
and the Programme Committee Chairs Nada Lavrac and Ljupco Todorovski of
Discovery Science 2006.

We also want to thank the Programme Committee and the subreferees (both
listed on the next pages) for their hard work in selecting a good programme
for ALT 2006. Reviewing papers and checking the correctness of results are
demanding in time and skills and we very much appreciated this contribution to
the conference.

Last but not least we also want to thank the authors for choosing ALT 2006
as a forum to report on their research.

August 2006 Jose L. Balcazar
Philip M. Long
Frank Stephan
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Editors’ Introduction

Jose L. Balcazar, Philip M. Long, and Frank Stephan

The conference “Algorithmic Learning Theory 2006” is dedicated to studies of
learning from a mathematical and algorithmic perspective. Researchers consider
various abstract models of the problem of learning and investigate how the learn-
ing goal in such a setting can be formulated and achieved. These models describe
ways to define

— the goal of learning,
— how the learner retrieves information about its environment,
— how to form of the learner’s models of the world (in some cases).

Retrieving information is in some models is passive where the learner just views
a stream of data. In other models, the learner is more active, asking questions
or learning from its actions. Besides explicit formulation of hypotheses in an
abstract language with respect to some indexing system, there are also more
implicit methods like making predictions according to the current hypothesis
on some arguments which then are evaluated with respect to their correctness
and wrong predictions (coming from wrong hypotheses) incur some loss on the
learner. In the following, a more detailed introduction is given to the five invited
talks and then to the regular contributions.

Gunnar Rétsch works on boosting and support vector machines. His is also
interested in online-learning, optimisation theory, new inference principles and
new types of machine learning problems. He also applies his results to real word
problems from computational biology and chemistry. In his invited talk for ALT
2006, Gunnar spoke about using boosting techniques to solve semi-infinite linear
programs, which can be used to address a wide variety of learning problems,
including learning to make complex predictions.

Carole Goble works on the World-Wide Web, particularly the Semantic Web
and Electronic Science / Grids. As the name suggests, the Semantic Web aims to
facilitate the expression and use of meaning on the World-Wide Web. Electronic
Science is scientific investigation in which groups are distributed globally. In her
invited lecture for DS 2006, Garole Goble presented these two areas and laid out
why these two areas depend on each other.

Hans Ulrich Simon studies the complexity of learning, that is, how much of re-
sources of various types are needed for solving theoretically formulated learning
problems. In particular, he has worked on query-learning and statistical models.
In his invited talk for ALT 2006, Hans Ulrich Simon described work on the learn-
ability of function classes using statistical queries, in which an algorithm inter-
acts with the environment by asking for estimates of probabilities. The model is
motivated because previous work had shown that algorithms that obey such a re-
striction can be made robust against certain kinds of noise. For finite classes, Hans
described connections between the complexity of learning with statistical queries
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and the structure of the matrix of correlations between pairs of possible target
functions. The structure is captured by the spectral norm of this matrix.

Padhraic Smyth works on all aspects linked to large scale databases as they
are found in many applications. To extract and retrieve useful information from
such large data bases is an important practical problem. For that reason, his
research focusses on using large databases to build descriptive models that are
both accurate and understandable. His invited talk for DS 2006 is on data-driven
discovery with statistical approaches. Generative probabilistic models have al-
ready been proven a useful framework in machine learning from scientific data
and the key ideas of this research include (a) representing complex stochastic
phenomena using the structured language of graphical models, (b) using latent
(hidden) variables for inference about unobserved phenomena and (c) leveraging
Bayesian ideas for learning and predicting. Padhraic Smyth began his talk with
a brief review of learning from data with hidden variables and then discussed
some recent work in this area.

Andrew Y. Ng has research interests in machine learning and pattern recogni-
tion, statistical artificial intelligence, reinforcement learning and adaptive control
algorithms for text and web data processing. He presented the joint invited talk
of ALT 2006 and DS 2006. His talk was on algorithms for control that learn
by observing the behaviors of competent agents, rather than through trial and
error, the traditional reinforcement learning approach.

The Presentation for the E. M. Gold Award. The first contributed talk presented
at ALT 2006 was the talk “Learning unions of w(1)-dimensional rectangles” by
Alp Atici and Rocco Servedio for which the first author received the E. M. Gold
Award, as the program committee felt it was the best contribution submitted
to ALT 2006 which is co-authored by a student. Atici and Servedio study the
learnability of unions of rectangles over {0,1,...,b—1}" in dependence of b and
n. They give algorithms polynomial in n and logb to learn concepts which are
the majority of polynomially many or the union of polylogarithmically many
rectangles of dimension a bit below log(nlogb) and log?(n log b), respectively.

Query Learning. Query Learning is a learning model where a learner or pupil
asks a teacher questions about the concept to be learned. One important compo-
nent of this model is a formal query language used during the learning process;
the teacher has to answer every query posed in this language correctly. In this
model, the complexity of a learning problem is the maximum number of queries
needed by the best learning algorithm provided that the answers of the teacher
meet the given specifications; however the teacher himself can be adversary in
the sense that he can make the learner to learn as slow as possible as long as he
does not violate the constraints. In some settings, also probabilistic teachers are
considered instead of adversarial ones.

Nader H. Bshouty and Ehab Wattad investigate the question of how to learn
halfspaces with random consistent hypothesis. In their model, the learner com-
bines in each round several randomly selected halfspaces consistent with all data
seen so far by majority vote to one object and then queries the teacher whether
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these objects are correct. If so, the learner has succeeded; otherwise the teacher
returns a counterexample where the hypothesis and the concept to be learnt
disagree. In addition to the teacher, the learner has access to a random oracle
returning half spaces consistent with the counterexamples seen so far. The au-
thors show that this algorithm needs roughly only two thirds as many queries to
the teacher as the best known previous algorithm working with single halfspaces
as hypotheseses space.

Matti Kidridinen deals with the setting where the learner receives mostly
unlabeled data, but can actively ask a teacher to label some of the data. Most
previous work on this topic has concerned the realizable case, in which some
member of a concept class achieves perfect accuracy. Kaaridinen considers the
effects of relaxing this constraint in different ways on what can be proved about
active learning algorithms.

Jorge Castro extends the setting of exact learning with queries into the world
of quantum mechanics. He obtains counterparts of a number of results on exact
learning; the new results hold for algorithms that can ask queries that exploit
quantum effects.

The complexity of teaching. Learning and teaching are viewing the learning
process from two sides. While learning mainly focusses on the aspect of how to
extract information from the teacher, teaching focusses on the question of how
to help a pupil to learn fast; in the most pessimistic models, the teacher must
force learning. In this model it can be more interesting to consider randomized
or adversarial learners than cooperative ones; a teacher and a cooperative pupil
might agree on some coding which permits rapid learning success. Nevertheless,
the learner should have some type of consistency constraint since otherwise the
teacher cannot force the learner to update wrong hypotheses.

Frank Balbach and Thomas Zeugmann consider in their paper a setting where
the learning task consists only of finitely many concepts and the learner keeps
any hypothesis until it becomes inconsistent with the current datum presented
by the teacher; at that moment the learner revises the hypothesis to a new one
chosen from all consistent hypothesis at random with respect to the uniform
distribution. The authors show that it is NP-hard to find out whether a good
teacher might force the learners to learn a given polynomial-sized class in a given
time with high probability. Furthermore, the choice of the sequence on which the
learners would succeed is hard; as otherwise one could simulate the learners on
this sequence and retrieve their expected behaviour from that knowledge.

Inductive Inference and its complexity. Inductive inference is the learning-theo-
retic counterpart to recursion theory and studies the learnability of classes of re-
cursive or recursively enumerable sets in the limit. Gold’s fundamental paradigm
is that such a class is given and that the learner sees an infinite sequence in arbi-
trary, perhaps adversary order containing all the elements of the set but nothing
else except perhaps pause symbols. From these data and some implicit know-
ledge about the class the learner makes a finite sequence of conjectures such that
the last one is an index for the set to be learned, that is, an algorithm which



