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HisToRicaL PERSPECTIVE

Remote sensing, as its name implies, is the acquisition of
physical data relating to an object or feature in a manner
which does not involve direct contact in any way. In most
cases, the term refers primarily to the sensing of the electro-
magnetic field. In the past, due to technology limitations,
remotely sensed data were derived primarily from the visible
portion of the electromagnetic spectrum using eyes and then
cameras for sensors. It is interesting to note that a camera
was first used to view the earth from a balloon in the 1850's.
Since then, there has been impressive progress in sensors,
platforms for elevating the sensors to suitable altitudes, and
systems for processing the remotely sensed data. Recently,
new sensors have been developed, such as the Landsat Multi-
spectral Scanner (MSS), that provide data in the visible and
infrared portion of the spectrum in a digital form. The MSS
uses an oscillating mirror to scan the earth and detectors to
convert the radiance data into voltages which are digitized
within the sensor system. Sensors of this type are increasingly
being used to provide multispectral image data over a wide
spectral region, and new linear array sensors are fast becoming
operational.

The last two decades have seen an explosive growth in digital
processing technology. This technology has brought about the
beginning of a second industrial revolution—one that multi-
plies man’s mental energy, as opposed to increasing his physi-
cal energy. This technology, when applied to scientific objec-
tives, and in particular to image processing, has supported the
achievement of remarkable scientific results that would not
have been possible with earlier available technology. This has
been particularly true in the earth, lunar, planetary, space
physics, and astronomical observation programs. Concur-
rently, there has been impressive progress in image technology,
transitioning from photography to multiband two-dimensional
detector array sensors. It is anticipated that future imaging
systems will merge the imaging sensors with the digital pro-
cessing technology.

This book is a compilation of articles and papers dealing
with a dynamic and powerful technology—digital processing
of remotely sensed data. The concept is not new; original
experiments were conducted shortly after digital computers
first became available. However, the digital processing of re-
motely sensed data in a routine fashion has only recently
become practical and common for a number of reasons: com-
puters have become faster and less expensive, sensor technol-
ogy has transitioned from film systems to solid-state detectors
with digital readout, and many investigators have devised new
and useful algorithms and techniques to convert data into
information.

Digital processing of image data has been applied to many
applications. They include biomedical, industrial, surveillance,
and earth and space applications. The papers that have been
compiled deal primarily, although not exclusively, with tech-

Preface and Introduction

niques that have been developed for the earth and space appli-
cations. The earth observation applications that have been
extensively developed, and for which image processing has
been successfully used, are provided in Table I. It is apparent
from this table that the use of remotely sensed data coupled
with innovative data processing and information interpretation
results in many useful applications that benefit man and his
environment.

ORGANIZATION AND ScoPE

We have attempted to select technical papers and articles
that provide a foundation for digital image processing, and
have organized the material in a manner that nearly parallels
the flow of data from the remotely sensed image to the ulti-
mate user of the data. With reference to Fig. 1, the parts in
this book have been structured in the manner shown. This fol-
lows the flow of data from the raw, uncorrected image to
derived information.

The first part, Image Restoration, deals with methods of
compensating for effects which degrade the accuracy of the re-
motely sensed data by mathematically inverting some of the
degrading phenomenon. Various degrading sources are identi-
fied, and restoration techniques to compensate for these
sources are introduced. The elimination of noise and the com-
pensation of the data for processes that have attenuated spatial
frequency characteristics are developed in various papers.
Methods to restore data corrupted by image motion blur,
noise, and other degrading influences are developed.

Part 11, Image Preprocessing and Correction, deals with geo-
metric and radiometric correction of the sensor data and the
conversion of the data into products that do not contain in-
tensity errors and geometrically conform to a desired map pro-
jection or geometry. The implementation of these operations
requires calibration processing and resampling of the image
data (computing intensity values between given values). An
increasingly important operation also involves mosaicking mul-
tiple images into one composite image useful for geological
and hydrological analyses. These techniques and others are
described in this part, and systems that have been used to im-
plement them are also presented.

Image registration is addressed in Part I1]. This is a partic-
ularly important operation, in that more information can be
extracted from remotely sensed data if various image sources
are first geometrically registered with each other, that is, are
in geometric conformance. Thus, image data in different
spectral bands, acquired at different times and scales, from
different types of sensors, can be spatially registered to pro-
vide data with improved information extraction potential.
This part also addresses the technical aspects of cross correla-
tion and the estimates of residual errors after data registration
in the presence of noise.

Part IV addresses technology, applicable to the manual
extraction of information from an image. Information extrac-



SUMMARY OF APPLICATIONS

TABLE |

of LanpsaT DATA IN THE VARIOUS EARTH Resources DiscipLINES'

Agriculture, Forestry,
and Range Resources

Land Use and
Mapping

Oceanography and
Marine Resources

Environment

(1) Discrimination of (1) Classification of
vegetative types: land uses
Crop types (2) Cartographic
Timber types mapping and map
Range vegetation updating
(2) Measurement of (3) Categorization of
crop acreage by land capability
species (4) Separation of
(3) Measurement of urban and rural
timber acreage categories
and volume by (5) Regional planning
species (6) Mapping of
(4) Determination of transportation
range readiness networks
and biomass (7) Mapping of
(5) Determination of land-water
vegetation vigor boundaries
(6) Determination of (8) Mapping of
vegetation stress wetlands
(7) Determination of
soil conditions
(8) Determination of
soil associations
(9) Assessment of

grass and forest
fire damage

Geology Water Resources
(1) Recognition of (1) Determination of
rock types water boundaries
(2) Mapping of and surface water
major geologic area and volume
units (2) Mapping of floods
(3) Revising geo- and flood plains
logic maps (3) Determination of
(4) Delineation of areal extent of
unconsolidated snow and snow
rock and soils boundaries
(5) Mapping igneous (4) Measurement of
intrusions glacial features
(6) Mapping recent (5) Measurement of
volcanic surface sediment and
deposits turbidity patterns
(7) Mapping land- (6) Determination of
forms water depth
(8) Search for sur- (7) Delineation of
face guides to irrigated fields
mineralization (8) Inventory of
(9) Determination lakes
of regional struc-
tures
(10) Mapping linears
(fractures)

(1) Detection of
living marine
organisms

(2) Determination of

turbidity patterns

and circulation
Mapping shore-
line changes
Mapping of
shoals and
shallow areas
Mapping of ice
for shipping
Study of eddies
and waves

(3)

(4)

(5)

(6)

(

e

(2

-

(3

-

(4)

(5)

Monitoring
surface mining
and reclamation
Mapping and
monitoring of
water pollution
Detection of air
pollution and its
effects
Determination of
effects of natural
disasters
Monitoring
environmental
effects of man's
activities (lake
eutrophication,
defoliation, etc.)

1From Mission to Earth: Landsat Views the World, N. M. Short, P. D.
033-000-00659-4, 1976.

Part IV

Im
En

for Manual
Interpretation

age
hancement

Model of Visual Response

Atmospheric Compensation

Image Quality Assessment
Intensity Enhancement
Edge Enhancement

Noise Removal
Restoration

Lowman, Jr., and S. C. Freden, NASA Scientific and Technical Office,

Part | Part Il Part Il Part V
Remotely Image . Informa.tion )
Sensed > Image Preprocessing Image Extraction Information
Data Restoration and Registration by Machine To Users
Correction Processing

® Noise Compensation

® Modulation Transfer
Function Compensation

® Motion/Blur Removal

Radiometric Correction ®
Geometric Correction
Resampling L]
Mosaicking
°
o
°

Multi-Temporal
Registration

® Change Detection
® Multispectral Analysis

Multi-Band and Classification
Registration ® Feature Selection
Multi-Sensor ® Pattern Recognition
Registration ® Scene Modelling
Correlation ® Digital Photogrammetry
Error Estimation
Part VI

Image Data

Compression/

Compaction

® Data Compression
® Data Compaction
® Error Analysis
® Data Encoding

Fig. 1. Organization and content of this book.
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tion from image data has been performed in the past by in-
vestigators viewing images and extracting information using
their eyes and brains. Improvements have come about by
developing a better understanding of the human visual re-
sponse mechanism, restoring and improving the quality of the
data, and enhancing the data for visual perception to separate
the information from the background. The papers in Part IV
develop these concepts and provide a number of illustrative
results.

The very recent and important development of techniques
for the extraction of information by computers, as opposed to
human operators, is addressed in Part V. This development,
which is still in its infancy, has resulted in a significant reduc-
tion of time and costs and an improvement in accuracy in a
number of important applications. The algorithms used in
some cases mimic the operation of the human; in other cases
they are developed from physical laws and processes. In
general, machine processing exploits the fact that computers
can examine each image data sample, can discriminate subtle
intensity differences, and can perform sophisticated statistical
tests on anything from individual samples to large aggregates
of data. Papers which discuss the latest developments in such
areas as multispectral analysis and classification, digital photo-
grammetry, pattern recognition, and change detection are in-
cluded in this part. The algorithms that exist and those that
will be developed will have a profound impact on remote
sensing.

Part VI encompasses the compression and/or compaction of
image data. Generally, image compaction involves the reduc-
tion of the number of bits in a scene by eliminating redundant
data in a reversable manner. Data compression involves elimi-
nating data to reduce bandwidth/storage requirements and
generally is an irreversable process. Various coding techniques
and results are presented in this part.

Clearly, the papers that have been selected do not simply or
totally fall into the categories discussed. It will be apparent
that some papers cover the subjects of more than one part and
could have been placed in several of the other parts. However,
the papers do provide in one book information that should be
useful to the scientist and engineer interested in and involved
with remote sensing applications and digital image processing
technoloyy.

The book also contains an extensive bibliography of books
and papers, covering remote sensing, vision and perception,
resolution and image quality, sampling, digital image proces-
sing, and multispectral sensing and image analysis. Further,
sources of image data are identified to aid scientists and en-
gineers in obtaining remotely sensed data and, in particular,
digital data. A glossary has been compiled that provides
common definitions of frequently used terms in remote
sensing and digital image processing. The Bibliography and
Glossary appear at the end of the book.

TecHNoLoGgY Di RECTIONS

It is interesting to view the remote sensing and image pro-
cessing activities on a historical basis and to project future
technologies and applications. This provides a basis for under-
standing technology limitations and trends.

Fig. 2 summarizes the past, present, and future terrestrial and
celestial observation and image processing activities. The past
and many current activities involve the use of camera systems
with photo-optical processing and manual information extrac-
tion. Although this will continue to some extent into the
future, the trend appears to be towards the use of more ad-
vanced multispectral sensors and sophisticated image process-
ing operations to reduce the labor-intensive nature of manual
processing. The present approach involves the use of multi-
spectral scanners that provide data in numerous spectral bands,
including many outside the spectral response of the human
eye. The data, in a digital form, are transmitted to the ground,
where high-speed digital processors are used to correct the data
and convert them into information products for distribution.
Initially, general-purpose computers were programmed to ex-
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Film i
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Fig. 2. Remote sensing and image processing: the past, present, and
future.



perimentally implement the image processing algorithms.
Increasingly, the processors are being specially designed to
implement the algorithms, improving the performance and
reducing the cost of image processing.

The future approach may go in the direction shown in the
figure. Sensors in all spectral bands, including the ultraviolet
and microwave, will be used to acquire remotely sensed data.
It will be possible in the next two decades to implement
selected preprocessing and information extraction algorithms
with on-board digital image processing systems and relay the
data and information to the ground via communications
satellites. This will provide near real-time distribution of in-
formation to users so that dynamic events can be detected and
monitored.

Clearly, an integrated data collection approach which will
provide data acquired at various altitudes from different
platforms (space, aircraft, ground) at different viewing angles
and times must be and will be designed. A large data base,
containing spatial, spectral, and temporal data and information
acquired over all geographical areas of interest, will develop. It
is anticipated that a data base for terrestrial applications alone
could be global in nature and contain over a trillion bits of
information. Physical phenomenon models can be structured,
which, when provided with past and present data, will allow
the prediction of future events more reliably. Thus, the role
of man in future systems will be elevated to a higher level and
will consist of an interesting interaction with a large data base
and phenomenon models, as opposed to the conventional
visual image processing of the past.
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Dioital Image Restoration: A Survey

Harry C. Andrews
Image Processing Institute
University of Southern California

Introduction

The state of the art in large-scale digital computers has

recently opened the way for high resolution image process- -

ing by digital techniques. With the increasing availability of
digital image input/output devices it is becoming quite
feasible for the average computing facility to embark upon
high-quality image restoration and enhancement. The moti-
vation for such processes becomes self evident when one
realizes the tremendous emphasis man puts on his visual
senses for survival. Considering the relative success achieved
in one-dimensional (usually time) signal processing, it is to
be expected that far greater strides could be made in the
visual two-dimensional realm of signal processing.

The areas of space imagery, biomedical imagery, indus-
trial radiographs, photoreconnaissance images, television,

forward looking infrared (FLIR), side looking radar (SLR),
and several multispectral or other esoteric forms of map-
ping scenes or objects onto a two-dimensional format are
all likely candidates for digital image processing. Yet many
non-natural images are also subject to digital processing
techniques. By non-natural images one might refer to two-
dimensional formats for general data presentation for more
efficient human consumption. Thus range range-rate planes,
range-time planes, voiceprints, sonargrams, etc., may also
find themselves subject to general two-dimensional enhance-
ment and restoration techniques.

The concepts of digital restoration and enhancement are
relatively recent in origin due to the need for usually large
scale computing facilities. For the sake of semantics we will
define restoration to be the reconstruction of an image
toward an object (original) by inversion of some degrada-

Reprinted from /EEE Computer, vol. 7, pp. 36-45, May 1974.
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tion phenomena. Enhancement will be the attempt to
improve the appearance of an image for human viewing or
subsequent machine processing. While the above definitions
may seem somewhat artificial at this point, hopefully the
distinction between restoration and enhancement will
become more evident as we progress through the material
which follows. (See reference 1 and bibliography in refer-
ence 2.)

Restoration techniques require some form of knowledge
concerning the degradation phenomena if an attempt at
inversion of that phenomena is to be made. This knowledge
may come in the form of analytic models, statistical models,
or other a priori information, coupled with the knowledge
(or assumption) of some physical system which provided
the imaging process in the first place. Thus considerable
emphasis must be placed on sources and their models of
degradation — the subject of the discussions that follow.

Enhancement techniques have really resulted from the
power and generality provided by the general-purpose
computer. Essentially any technique is fair game for en-
hancement if the resulting image provides additional infor-
mation about the object which was not readily apparent in
the original image. While such a definition in itself appears
a little risky, emphasis is placed on the psychophysical
aspects of the human visual system coupled with heuristic
but mathematically defined operations for image manipu-
lation.?

For notational convenience, consistency, and ease of
understanding the following format will be established (see
Figure 1):

f(¢.n) will be the object;

g(x,y) will be the image;

n(x,y) will be a two-dimensional sample
from a noise process;

h(x,y,$m) will be known as the impulse
response or point spread function (PSF)
if the imaging system is linear.

Emerging from the potpourri of methods in use for digital
image processing are a set of models in which attempts are
made for the restoration of images by the effective inversion

of degradation phenomena through which the object itself
was imaged. Underlying many of these techniques is a basic
assumption of linearity (questionable in itself but of suffi-
cient value for analysis purposes) which provides for the
following general model. Let g(x,y) be the image of the
object f(§,n) which has been degraded by the linear opera-
tor h(x,y,{ ,n) such that

80xy) = JJ 6 mb(xy Smdsdn +n(xy) (1)

The system degradation, h(-), is known as the impulse
response or point spread function and is physically likened
to the output of the system when the input is a delta
function or point source of light. If, as the point source
explores the object plane, the form of the impulse response
remains fixed except for position in the image plane, then
the system is said to be spatially invariant — ie., a
spatially invariant point spread function (SIPSF) exists. If
this is not the case, then a spatially variant point spread
function system results (SVPSF). In this case equatian (1)
holds, and in the SIPSF case

B0y) = ] &, Mh(ek, yn)dtdn + nxy)  (2)

Most researchers have been satisfied with the model of
equation (2), with variations such as additive noise, multi-
plicative noise, etc. Fourier techniques work well in at-
tempting to obtain f({,n) from g(x,y) through the inversion
of h(+) of equation (2) due to the Fourier-convolution
relationship. Thus, in the absence of noise

G(u,v) = H(u,v)F(u,v) (3)

where G, H, and F are the Fourier transforms of g, h, f,and
the determination of F(u,v) simply requires the inversion
of H, if it exists. If the SVPSF model is used, then Fourier
techniques are no longer applicable and more general brute
force inversion methods must be resorted to for object
restoration.

There are three basic approaches which are often used
for inversion of either of the two systems as described
above. They could be referred to as a) continuous-

f(§.m)

G(X,Y)

Figure 1. A Linear Imaging System Model
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continuous, b) continuous-discrete, and c) discrete-discrete.
The first analysis method looks at the entire image
restoration process in a continuous fashion (although
ultimate implementation will necessarily be discrete). The
second analysis method assumes the object is continuous
but the image is sampled and therefore discrete. The third
technique assumes completely discrete components and
utilizes purely numerical analysis and linear algebraic prin-
ciples for restoration. In equation form we would have the
following imaging models for each of the three assumptions.
a) continuous-continuous:

Bxy) = [] G by smdtin +n(xy)  (4)
b) continuous-discrete:

g = [ @ mEG ndsdn +ny i = 1. NP ()
c) discrete-discrete:

8= [H]f+n (6)

The continuous-continuous model of equation (4) says
that the image is simply the integration of the object and
point spread function in an analog two-dimensional environ-
ment. When the model is put into the computer, the
image, object, and point spread function will be sampled
by N2, N2, N4 points, repsectively.

The continuous-discrete model of equation (5) implies
that the object is continuous (as it would be in the real
world) but the sensor defining the image is discrete and
already sampled by N2 points. Thus there are N2, gj scalar
values and of course N2, hj(¢,n) different point spread func-
tions.

Finally, the discrete-discrete system implies that the
object and image are one-dimensional vectors, N2 long,
which represent the original object and image f, and g,
respectively. The vectors can be rasterscanned versions
of two-dimensional functions or any other scanning method
such that all N2 points are obtained. The four-dimensional
function h(¢,n,x,y) is now reduced to a two-dimensional
array by the raster scan and thus is a matrix of size N2 x N2,

Degradation Sources

There are obviously quite a few sources of degradation
in imaging systems, but often they can be grouped into
the following general categories and their combinations:
a) point degradations, b) spatial degradations, ¢) temporal
degradations, d) chromatic degradations, and e) combina-
tions of the above. To handle the above degradations
rigorously in a mathematical sense, and maintaining our
assumptions of linearity, we would have to generalize our
model in equation (1) to the following:

glxy,T,w) = /i f(¢, n, t, Mh(x, {,y,n,7.t,wN)ddndtdA

+ n(x,y,m,w) (7)
While such a generalization may be useful for analysis
purposes, we will not pursue it further, due to our major
concern for spatial systems only. In passing, then, let it
suffice to say that temporal and chromatic degradations

imply time and color deterioration of their respective axes.

Returning now to equation (1) we see that the *“‘perfect”
imaging system would have no noise and an impulse
response such that

dxy) = 1 (CnB, ymdtdn  (8a)

f(x.y) (8b)
Possibly the first step from perfect imaging is that system
which provides no spatial smearing [i.e., no ({,n) integra-
tion] but induces a point degradation. Thus we might have
an impulse response such that

Bxy) = JJ 1€ mhC I8(p1(x, V)3, pals, yym)ddn
+n(x, ) (%a)
= h(x, )f(p;, py) * n(x,y) (9b)

where p1(x.,y) and p2(x,y) are geometrical coordinate trans-
formations. The above equation describes imaging systems
which do not blur but which introduce a distortion due to
a coordinate change. When the imaging system does not
introduce a ¢oordinate distortion — i.e.,

P (x,y) =x

Py (x,y) =y

we then obtain

T ¢ mh(xy) (e, ymidkdn + nxy)  (99)

h(x, y)f(x,y) + n(x, y) (9d)

g(x,y)

This system allows for both multiplicative and additive
point degradation effects. The former might be due to film
grain, lens or tube shading, or other sensor defects. The
latter might be due to electronic scanner effect as well as
scattered light and other such phenomena. Equation (9)
also provides for some point nonlinear degradations such
as gamma curves for film saturation and other intensity
distortions if we allow h(x,y) to become a function of the
object, h(x,y,f). Unfortunately now, the linearity assump-
tion of our imaging system no longer holds. However, under
such generalizations when the impulse response becomes
h(x,y.$.n.f) we then have a good (albeit nonlinear) model
of object-dependent SVPSF phenomena, an example of
which might be high energy x-ray imaging where forward
scattering (and therefore blur of point sources) becomes a
function of the density of the object being imaged.

When our impulse response becomes a function of the
object coordinates ({,7), we then have some form of
smearing or loss of resolution due to the integration of the
imaging system over those coordinates. Examples of these
so-called spatial degradations are numerous — some of the
common of which are a) diffraction-limited optical systems;
b) first, second, and higher-order optical system aberra-
tions; c) atmospheric turbulence; d) object-film plane image
motion blur; and e) defocused systems.

While the above is certainly not an exhaustive list of
spatial degradations, it does provide the flavor of some of
the problems faced in image restoration. The models asso-
ciated with the various defects can be simple SIPSF con-
volutions or much more complicated SVPSF representations.

COMPUTER




The next section addresses the problem of restoring an
image which has experienced some form of degradation.

Restoration Techniquies

“Restoration techniques” are methods which attempt
the inversion of some degrading process the object experi-
enced in being imaged onto some form of hard copy. It goes
without saying that the success of the restoration attempt
will depend upon how badly degraded the object is, how
well one’s model fits the physical degrading phenomena the
object actually experienced, and how well one’s computer
algorithm inverts the modeled degradation. Initially it might
appear that restoration may in fact be a useless endeavor,
since the complexity of object-distorting mechanisms is
indeed large. However, there are certain instances in which
considerable knowledge is available for correct modeling
and in which successful restoration is easily achieved.

In general, restoration techniques can be compartmen-
talized (for the sake of this discussion) into four general
descriptive areas: a) a priori knowledge, b) a posteriori
knowledge, c) signal-processing approaches, and d) numeri-
cal analysis approaches. The amount of a priori knowledge
concerning an imaging system or circumstance obviously
plays an important role in the inversion attempt. However,
we can often learn about the degradation the object experi-
enced by observing the image itself, and thus the «
posteriori category. Traditional one-dimensional signal pro-
cessing attempts have often been utilized successfully in
two dimensions, and consequently some of these methods
will be surveyed. Finally, more recent numerical analysis
techniques have been brought to bear on the restoration
effort and are included to provide motivation for possible
direction of future methodologies.

A priori knowledge includes a variety of parameters
available which might allow for image restoration before-
hand. For instance, it may be known that certain geometri-
cal equations of motion or position existed between object
and image film plane during exposure, thereby introducing
a specific form of motion or coordinate blur (rotation,
camera pitch, linear motion blur, coma, tilt, etc.). Algo-
rithms can then be developed for geometrical coordinate
transformations for correction of such geometrical blur.4”
Other forms of @ priori models might include assuming the
image is formed from a Maxwell Boltzmann distribution®
and then restoring with a maximum likelihood and maxi-
mum entropy algorithm®'® or assuming the image is a two-
dimensional probability density function and using Bayes
theorem for restoration.!' The above models all have a
common thread woven throughout their motivations, and
that thread has become known as positive restoration. The
concept of positive restoration comes from the fact that
objects, images, and point spread functions are all non-
negative functions.'

f(§¢,m)=0 (10a)
g(x,y)=0 (10b)
h(X, y’g'a 77)>0 (IOC)

May 1974

This reality stems from the fact that all optical sensing
devices are energy-sensitive and therefore detect non-
negative quantities. This fact, though seldom used, has
considerable implications in restoration and analysis sys-
tems. For instance, the positiveness of g(x,y) forces its
Fourier transform to have a deterministic upper limit pro-
vided by the Lukosz bound,'® implying that any restora-
tion technique had better result in a filtered image (esti-
mated object) whose Fourier transform also lies below this
bound. The model provided by homomorphic filtering!*
also fits nicely into the positive restoration framework and
has been used quite effectively for inherent low frequency
illumination removal for image restoration.'s In addition
to positive restoration, one might even consider positive
bounded restoration thereby utilizing the a priori knowledge
that only a firite amount of light could in fact exist at any
given point in the original object. This leads to imaging
system models in which the assumption of conservation of
light flux (lossless imaging) results in an energy equality in
image and object — i.e.,

LG, dkdn = [T g(x, y)dxdy (10d)

Similarly, such energy conservation assumptions imply that
a point source of light should result in no loss of energy or

f:f: h(x,y,§,m)dxdy = 1 V¢n (10e)

In other words, no matter where the point source of light
is in the object ({,;n) plane, the resulting image (point
spread function) always has the same amount of energy.

The above discussion might be the basis for utilizing
a priori knowledge concerning the effects imposed by an
imaging system. However, a posteriori knowledge can also
play a major role in determining the degradation the object
has experienced in being imaged. By a posteriori knowledge
we mean utilization of the image g(x,y) as an aid in deter-
mination of parameters describing the degradation. Obvious
examples might include point spread function determination
from edges or points in the image that are known to exist in
the object.'® This is often done with test scenes such as
resolution charts and point targets (stars and other point
sources). Other examples of a posteriori image use might
include obtaining estimates of the noise variance and pos-
sible power spectrum from relatively smooth regions in the
image. A third example might be one in which scanner-
induced noise (jitter) becomes immediately evident in the
Fourier transform of the image although such noise is
subtly obscured in the spatial representation of the image.!”
Finally, one might use the Fourier domain of the image to
determine and correct for badly defocused imaging systems
and linear motion blurred images. While these two degrada-
tions may initially seem unrelated, they both have the
property that the object spectrum has been modified by
functions which have zeros and negative lobes in the fre-
quency domain. In the former case the point spread func-
tion is a circular aperture in a SIPSF system with Fourier
representation as

J; (ap)
H(u,v) = lap (11a)
where
p = ViZ+v2 (11b)




In the latter case the SIPSF takes on the form

H(u, v) = sinaw (12a)
w
w = ucosf +vsinf (12b)

Here 6 is the direction of motion of the object with respect
to the image film plane. Figure 2 represents the concepts.
By measuring the zeroes (dark bands) in the Fourier planes
it is possible to quantitatively determine the amount of
defocus or motion blur and consequently to then remove
the effect by traditional filtering techniques.

While the above examples of @ posteriori use of the image
for restoration parameter determination are not exhaustive,
hopefully they provide the flavor of such techniques.
Naturally parameter determination is important in defining
the restoration filter for many of the signal processing
approaches which have been commonly employed in image
restoration. Traditionally the signal processing approach
makes use of the SIPSF model described by equation (2)

a) Badly defocused optical
transfer function, H(u, v) n

>

N

a 2a a

b) Linear motion blur, H{u, v)

Figure 2. Zeros and Negative Lobe Modulation

and repeated here in the absence of noise.

800 y) = 1 G mh(x, ymdsdn ()

We mentioned earlier the convolutional nature of the above
equation and its Fourier equivalent representation in equa-
tion (3)

G(u, v) = H(u, v)F(u, v) (3)

The most immediate filter that comes to mind is the inverse
filter which multiplies G(u,v) by H(u,v)-l, and then the
object f({,n) is obtained by inverse Fourier transforming
the result. The restoration filter then becomes:

Inverse Filter

R(u,v) = H(u, v)'! (13)

Unfortunately the inverse filter may not exist due to
zeroes in H(u,v) (see Figure 2) and we have ignored the

c) Bell dummy g(x, y)-
(moving horizontally)

d) Fourier transform of image
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