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Introduction

This book was translated from the original Dutch text.
During this process, the 8080 chip went out of produc-
tion. There are, however, still many 8080 systems
around.

Even though the illustrations and examples draw

heavily on the 8080 chip, this book is by no means obso-
lete. The techniques explained here are applicable to any
microcomputer system and, in most cases, directly trans-
latable to the Z80, which remains the most widely used
chip today.

viii



Contents

Introduction

What Is a Computer?

The Computer Is an Electronic Device—How Is Information Processed?—Block Diagram of a
Computer—Memory— Organization of the Main Memory—Input-Output Devices—The Flowchart—
Programming Languages—Assembly Language— Translating Programs—Hexadecimal Notation

What Is a Microcomputer?

Organization of a Microcomputer—The Bus Structure of a Microcomputer—Coupling the Parts of the
Computer to the Buses— Control Unit—Program Counter—Instruction Fetch—ALU—Data Flow within
the Microcomputer

The Microcomputer in General
From Idea to Object Program— From Object Program to Work Program— Types of Memory— Example of
an Application— Applications for Microcomputers— Evaluating the Microcomputer

How Does a Computer Compute?

Decimal Notation— Binary Notation— Decimal to Binary—Adding Binary Numbers— Subtracting Binary
Numbers—The 2's Complement Method—Multiplying Binary Numbers—Terms—Hexadecimal
Notation—BCD Code— Code Systems

Circuitry in a Computer

AND Gate—OR Gate—Inverter—NAND Gate—NOR Gate—Exclusive OR Gate—The Flip-Flop—
Comparator— Shift Registers—Special Circuitry—Hardware TK80

Main Memory

The Organization of Memory—Word Length—The Memory Module—Addressing—Contents of the
Memory Word—Example—The Von Neumann Control Cycle—Hardware TK80

viii

16

28

38

46

62



10

1

12

13

14

15

16

17

18

19

Simple Programming
Hexadecimal Numbers—A Generally Applicable Program—Execution of a Program for Addition—
Inputting the Program and Data—Inputting Using Switches—How the Keyboard and Displays Work

CPU Architecture—1

Arithmetic and Logic Unit—Status Flags— Carry Status Flag—Intermediate Carry Status Flag—Zero
Status Flag—Sign Status Flag—Overflow Status Flag—Parity Status Flag—Instruction Register and
Decoder—General-Purpose Registers— The Program Counter— The Stack Pointer— Address
Register

CPU Architecture—2
Timing Unit— Control Unit—Timing Diagrams—Pin Configuration—Hardware TK80

Microcomputer Architecture
Block Diagram of the CPU—Block Diagram of Memory—Block Diagram of an 1/0 Module—
Synchronization—Data Flow

Description of the Instructions
Transport Instructions—Arithmetic Instructions—Logic Instructions—Jump Instructions— Special In-
structions

Syntax and Subroutines
Construction of an Assembly Instruction—Typing in Assembly Instructions—Assembler Directives—
Subroutines—The Call Instruction—The RET Instruction—The PUSH and POP Instruction

Addressing Techniques
Immediate Addressing— Direct Addressing—Indirect Addressing—Implied Addressing—Relative Ad-
dressing

Flowcharts
Symbols Used in a Flowchart—Types of Flowcharts—Problem—The Sorting Problem—System
Flowchart—General Flowchart— Detailed Flowchart

From Task to Solution
Description of the Task—Analysis of the Task—Drafting the Flowcharts—Writing the Source
Program—From Source Program to Solution

Sample Programs
Example 1—Example 2—Example 3—Example 4—Example 5

Traffic Lights

Defining the System Characteristics— Setting Up a Flowchart—Developing the Interface—The Interface
Between the Microcomputer and Output Equipment—The Interface Between Detectors and the
Microcomputer— Writing the Program—Assembler Directives—Initialization—Wait 1 Second— Wait 30
Seconds—Checking for a Side Road Green Request—Detectors on the Main Road—Combining
Software and Hardware

System Software
The Monitor Program—Text Editor—Assembly Translation Program—The Debugger— Simulator—
Compiler—Cross Software and Resident Software

Development Systems

The Conventional Development Cycle— System Development Cycle with Microprocessors—Methods of
Program Development—Developing a Program on a Time-Sharing System—Developing the Work
Program on an In-House Computer— Development of a Work Program on a Development System—The
Build-Up of a Development System—Input and Output Equipment—Microcomputer Training System

73

81

90

97

11

119

127

133

143

148

156

164

173



20 Peripheral Equipment

21

Input Equipment— Output Equipment—Control Equipment— External Memory

| /0 Interfacing
Programmed Input /Output—Programmed Input with Handshake—Programmed Output with
Handshake—The Disadvantage of Programmed | /O—Interrupt | /O—Output on an Interrupt Basis—

Input on an Interrupt Basis— The Interrupt Vector
Appendix A 8080 Instruction Set
Appendix B 8080 Instruction Timing

Index

182

194

203
221

227



Chapter 1
What Is a Computer?

As the name implies the word computer comes from the
term to compute, meaning to calculate. Early computers
were referred to as calculators. In this book we shall
confine ourselves to the term “computer.”

In addition to doing calculations a computer can
perform processes which, at first, appear to have little to
do with calculating. This can be translating texts, adding
words to texts (or deleting them), transferring data,
bookkeeping, and process control.

In this book a computer will be considered as a
device with which data can be processed, using a pro-
gram. We can represent this data as a series of binary
digits. This series of digits (ones and zeros) is translated
into electronic signals. We shall, therefore, be speaking
about an electronic device, the digital computer.

Fig. 1-1.

The definition of microcomputer refers to computers
in which the greater part of the electronic circuitry is
contained in one integrated circuit (IC). They differ from
‘rormal’ computers only in their size and price. Such an

IC has a surface area of 6.75 cm? (fig. 1-1). The circuitry is
contained in an area of only 1 cm?. Together, the elec-
tronic circuits perform a series of processes on the data
fed to them. Because the electronic circuits are assem-
bled on a very small area, the IC is called a microproces-
sor. The price of microprocessors is so low that by com-
bining a microprocessor with a memory and an input/
output device one can make an inexpensive microcom-
puter.

The purpose of this book is to provide the know-
ledge for understanding microcomputers. This know-
ledge will relate to the hardware, i.e., the choice of
equipment, and the software, i.e., programming as a
whole.

In this chapter we will discuss a block diagram of a
computer and the basic principles of computer program-
ming.

THE COMPUTER IS AN ELECTRONIC DEVICE

The block diagram in fig. 1-2a is applicable to any
electronic system. The input signal converter changes
the given information into an electronic signal which is
processed by the signal processing unit. The processed
signal is then converted by the output signal converter
into a non-electrical signal.

In fig. 1-2b an audio-amplifier system is shown using
the same diagram as in fig. 1-2a. The signal processing
unit is called the amplifier. The microphone is the input
signal converter which changes the given information
(sound) into an electrical signal (alternating current). The
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loudspeaker does the opposite. For computers the terms
given in fig. 1-3 are used.

The Input device converts data; for example, apaper
tape reader converts a code consisting of holes on a
punched tape into electrical impulses. This data is pro-
cessed in the Central Processing Unit, the CPU. The
Output device, for example a line printer, translates
these electrical impulses into text. These Input and Out-
put devices collectively are called I/0 devices.

HOW IS INFORMATION PROCESSED?

A computer processes information exactly as we do.
We will first see an example of how aperson does this, in
order to understand better how a computer works. This
example can be seen in fig. 1-4.

If we want to process information we have to use our
memory. The following is a simple example. You are
given the following information: the next 3 numbers are
the data—2, 5, and 3. Multiply the first number by the
third and store the answer. Give the result.

To complete this task you have had to continually
use your memory. While feeding in the data, you had to
store the numbers, 2, 5, and 3 in your memory. You also
had to store the result of the multiplication in your mem-
ory. The data (2, 5, 3) and the program (multiplying the
first and third numbers together) were fed in (input)
through your sense of sight. In order to feed-in this
information, light was changed into electrical impulses
which reached your brain through the nervous system
and then stored in your memory. Your brain then pro-
cessed this information under the direction of the pro-
gram. The result which is now present in your memory is
fed back through your mouth - the output device. This
output device says, ‘six.’

The program which has been described here is so
simple that you could execute it immediately. In other
cases you might not have sufficient knowledge of the facts
to complete the task given. You might then refer to a card
file and take data from there. You would read this data
into your memory in order to be able to return to the
processing of the program.

BLOCK DIAGRAM OF A COMPUTER
Refer to fig. 1-5 throughout this section.

Information

When we refer to information or data in this context
we are talking about a task which is given to a computer.
It can be in the form of letters, punctuation marks, num-

bers, or impulses related to a given action. This informa-
tion is stored in the main memory.

Program

A program comprises a number of instructions. All
the instructions that a computer can execute are con-
tained in the instruction set. (See Appendix A.) The data
which is to be processed and the program to be executed
are stored in the main memory.

Input

Data and the program are changed into electric sig-
nals using the Input device. These electronic signals
activate certain sections of the main memory so that their
condition reflects the data and the program which has
been stored. Input devices will be studied later in this
chapter. A more detailed description will be given in
chapter 20.

Control Unit

The control unit directs every activity which takes
place between the various components of the computer.
The control unit may make use of a number of registers for
temporary storage. One of these registers is the instruc-
tion register, in which the instruction to be executed,
after being taken from main memory, is stored. The
instruction which, at a given moment, is in the instruction
register tells the control unit:

@ The location in which the data is stored. It could be
in main memory or a register.

@®Where this data must be transferred. Again, to
main memory or a register.

@ What operation must be executed?

Under the direction of the program the control unit
regulates the flow of information in the computer. When
aninstruction has been completed, the program counter in
the control unit sends a signal. This signal “fetches” the
next instruction from the main memory and stores it in
the instruction register.

Arithmetic and Logic Unit

The Arithmetic and Logic Unit, generally
called the ALU, should be viewed as an assistant to the
control unit. The ALU can perform anithmetic operations
such as adding and subtracting and logical operations. It
can manipulate numbers, using the AND, OR, or EXOR
functions. The ALU also has a register at its disposal
usually called the accumulator.

When the instruction that is in the instruction regis-
ter of the control unit demands that a fixed arithmetic or
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logic operation is to be performed on certain data, this
data is taken out of the main memory or register and
presented to the ALU. The ALU then processes the data
as instructed by the control unit. After the operation has
been performed, the result - new data - is stored in the
accumulator.

Central Processing Unit

In large computers, used for administrative and sci-
entific applications, the central processing unit is con-
sidered to be a combination of the control, arithmetic and
memory sections.

With microcomputers, the central processing unit
may be seen as a combination of the control unit and
arithmetic and logic unit, together with the associated
registers that serve as memory space. This terminology
has been developed because in microcomputers the con-
trol unit and arithmetic and logic unit are contained on
one chip and are physically separate from the main mem-
ory.

Because this course concerns itself with the work-
ing of microcomputers, we will confine ourselves to the
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terminology in current use. In other words, the term CPU
includes the control unit, the arithmetic and logic unit and
its associated registers.

Output

The Output devices present the result of operations
in legible form. On the instruction of the computer, or the
computer operator, the signals representing the results
of the operations are either printed or displayed.

MEMORY

To be able to process data according to a given
program, a computer must have a memory at its disposal
in which the instructions and the data to be processed are
stored. The memory in a computer system can be divided
as follows:

The Main Memory
The following are stored in the main memory:
@®The instructions, which together form the pro-
gram.

PROCESSING

|
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Fig. 1-5.

®The data which is to be processed in a given
situation.

The part of the main memory in which the instruc-
tions are stored is called the program memory. When a
computer is to be used only for a special purpose, the
program can be permanently stored in the main memory.
Such a computer is called a special-purpose or dedicated
computer. This is often the case with microcomputers.
According to the requirements of the user, the manufac-
turer provides a preprogrammed memory.

If the computer is general purpose, the pro-
gram must be exchangeable. This, for example, is true
when a computer is used for salary administration and
stock control for different firms. In order to execute a
certain program, that program has to be read in to the
main memory.

MEMORY

EXTERNAL

EEGISTERS—I IEAAIN MEMORY [ MEMORY ]
DATA. PROGRAM
MEMORY MEMORY

Fig. 1-6.

MEMORY

Note

Preprogrammed memories can also be used with
general-purpose computers as long as the number of
programs is limited and they don’t occupy too much
memory space. The various main programs can then be
stored in the remaining memory and executed as re-
quired.

The section of the memory where data is temporar-
ily stored is called the scratch-pad memory. This part of
the memory can be seen as fulfilling the same function as
a scratch-pad. It only retains the results of an operation
until they can be transferred to the output device. Even a
dedicated computer must have some scratch-pad mem-
ory.

External Memory

Whenever data or programs must be stored for fu-
ture processing or reference, external memory is used. In
most cases this is in the form of a magnetic tape or disc.
Figure 1-7 shows an example of a magnetic tape unit. In
microcomputers, this magnetic tape usually comes in the
form of a cassette. This cassette is similar to the cassette
found in modern audio cassette recorders.

The magnetic disc is called a floppy disc. It is made
from flexible magnetic material and is stored in a sort of
envelope. A disc closely resembles a flexible stereo
record, except for the fact that it can be erased and used
again just like a magnetic tape. The unit that “plays” the
disc is shown in fig. 1-8.



Fig. 1-7.

Registers

Registers to store data temporarily are spread
throughout the entire CPU. In addition to the control unit
and the ALU, sometimes the Input/Output devices also
contain such registers.

Note: The word computer is sometimes not meant to

MEMORY ADDRESS

OR LOCATION INDIVIDUAL BITS

Fig. 1-8.

represent the installation as a whole, but rather that part
which is exclusive of the peripheral devices. The system
as a whole, including the peripheral devices, is called a
computer system or computer installation. In this book,
in order to avoid confusion, we shall be referring to the
system as a whole when we say computer.
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ORGANIZATION OF THE MAIN MEMORY

The instructions and data stored in the main memory
must be easily retrievable. The memory is thus divided
into blocks of equal size (fig. 1-9). These blocks are called
memory locations, memory addresses, or byte. A memory
location is divided into memory cells.

In most microcomputers, the memory location con-
tains eight memory cells. In such a case we speak of an
8-bit computer. Each cell can contain a single binary
number (1 or 0). Each memory location can thus contain 8
bits (binary dig ifs). Because 8 bits = 1 byte, we say that
the word length of a microcomputer is 1 byte.

The zeros and ones in the 8 memory cells together
form the contents of the memory location. Each memory
location has an address. Most microcomputers can ad-
dress a maximum of 2'® = 65.536 addresses, so there is
no point in having a larger main memory, since extra
memory locations couldn’t be addressed and therefore
couldn’t be used.

INPUT/OUTPUT DEVICES
You will see these abbreviated as I/0 Devices.

Paper Tape Reader and Paper Tape Punch

Punched tape is often used to feed data to mi-
crocomputers. This punched tape is a continuous thin
strip of paper on which data is recorded by means of round
or square holes. A character on the punched tape consists
of anumber of holes in line across the breadth of the tape.
Depending upon the code used, this could be 5, 6, 7 or 8
holes. Figure 1-10 is an example of a tape with a
maximum of 7 holes. Using these 7 holes we can code a
total of 27 = 128 different characters.

Q 9 o © © o o 0o o o 0 o o o o

00 000000}
SNG soo

SPROCKET HOLES 7 CHANNELS

Fig. 1-10.

For transport the tape has a row of smaller holes
(sprocket holes) along the middle. Fig. 1-11 shows a
combination paper tape reader/punch. Used as a reader,
it converts data on the tape into electrical signals for the
computer. Used as a punch, it converts electrical signals
from the computer into holes on the tape.

8

Fig. 1-11.
Line Printer

The line printer (fig. 1-12) is the output medium
most frequently used. Line printer paper is usually folded
in the form of an accordion. This is sometimes called
continuous form, or form fold paper.

Fig. 1-12.
Display

A display is, strictly speaking, merely a video screen
which displays data in the form of words, numbers or
graphics. In most cases the display is combined with a
keyboard which acts as an input device, and such a combi-
nationis also referred to as a display (fig. 1-13). Using the

Fig. 1-13.



keyboard, information can be requested from the compu-
ter and be displayed on the screen.

Teletype

A teletype (fig. 1-14) is suited for the input as well as
the output of data. A teletype is a typewriter which
serves the programmer (input) as well as the computer
(output). In addition, it may have a paper tape reader and
punch.

amammpmant
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Fig. 1-14.

THE FLOWCHART

When properly instructed, a computer can perform
calculations very quickly. The use of a computer
is therefore most profitable when the same procedure
must be carried out repeatedly using variable data. The
computer only needs instructing once. The procedure
which the computer must carry out is caled the program.

The separate steps used to carry out this program are
called the instructions.

To program a computer for a specific problem we
must schematically define the consecutive operations
that lead to the solution. This schematic definition is
called a flowchart or flow diagram. When making a flow-
chart one has to take into consideration the properties of
the computer in question. The form of a flowchart de-
pends on the person who made it. Making a flowchart
demands not only knowledge and experience, but also
creativity. Computer programming is as much an art as it
is a science. People’s characters differ both in creativity
and in depth. By means of an example we will try to help
you to become familiar with flowcharts. This topic will be
discussed in more detail in Chapter 14.

Problem

Find the sum of a column of consecutive, positive,
whole numbers, beginning with P and ending with N. P
and N can be chosen at random. We will choose P = 2 and
N =5.

Note: We must bear in mind that:

@A computer can only add 2 numbers at a time.

®That the amount of data to be read in should be
kept to a minimum.

The amount of data to be read in can be kept to a
minimum by reading in only the initial value P and the
final value N. Starting from the initial value the computer
can then fill in the values between. The initial P is
supplied to a memory location to which we shall desig-
nate the symbolic address NUMBER (fig. 1-15a).

NUMBER P
FINAL-VALUE N
SUM 0]
Fig. 1-15A.
Note

In subsequent program-writing lessons we shall see
that this is something that we do repeatedly. Symbolic
addresses are given in the form of a name. The computer
then calculates the appropriate address numbers. We
don’t have to concern ourselves with this. Calculating the
address is done by an assembly program. This will be
discussed fully in Chapter 18 and to a certain extent in



Chapter 3. When the number P has been processed, the
address NUMBER is filled with the succeeding number.
We indicate this as:

NUMBER < (NUMBER) + 1

This notation must be read as follows:

The memory location with the address NUMBER is filled
with the sum of the present contents of the memory
address plus the value 1.

When we wish to indicate the content of a word in memory,
we put the address of the word in parentheses.

When the content of the memory location with the
address NUMBER is equal to N the computer must stop
the program. We must therefore continually compare the
content of the address NUMBER with the content of the
memory location in which we have put the value N. N has
been put in the memory location with the symbolic ad-
dress FINAL-VALUE. The check to see if the content of
the address NUMBER is equal to N is shown infig. 1-15b.
If the content of the address NUMBER is the same as N,
the program continues in the direction ‘yes.’ If the con-
tents are not equal to N, the program continues in the
direction ‘no.’

NO YES

Fig. 1-15B.

Because a computer can only add 2 numbers at a
time, we assign the memory location in which the running
total is stored the symbolic address SUM. This memory
word is filled with the value 0. We then add to the content
of SUM step-by-step.

We first add P to the content of location SUM. The
content of the address SUM then becomes

SUM «— (SUM) + P
We then add the second number to the new content of
SUM. The content now becomes P + (P + 1). The third
number is added to this new content. Since P is stored in
the memory location symbolically addressed by
NUMBER, we define this process as:

SUM <= (SUM)+(NUMBER)

10

This must be read as follows:
The memory location with the address SUM is loaded
with the sum of its former content and the content of the
word in memory which has the address NUMBER.

It should be clear that after each addition the content
of the memory word with the address NUMBER must be
incremented by 1.

Solution

The method for solving the problem may be summed
up in a flowchart (fig. 1-16). The command START indi-
cates that the program must begin. The values required
to continue are then read in. In this case the memory
locations NUMBER, FINAL-VALUE, and SUM are filled

‘ START ’
DATA IN:
025 (=N)

PROGRAMMED LOOP

DATA OUT:
(Sum)

NUMBER—(NUMBER) + 1

Fig. 1-16.

with 2, 5and 0, respectively (fig. 1-17a). We now proceed
to the processing stage.

SUM < (SUM) + (NUMBER)

The content of the address SUM becomes 0 + 2 = 2
(fig. 1-17b). We must then check to see if the content of
the address NUMBER is equal to 5. The content of the
address NUMBER is 2. The result of the comparison is
thus ‘no.’

We now find ourselves in what is called a pro-
grammed loop. (This loop is executed continually until the
content of the address NUMBER is equal to 5). Sub-
sequently, the calculation NUMBER«(NUMBER)+1 is
performed. Because of this calculation the content of the
address NUMBER becomes 2 + 1 = 3. The contents of
the memory locations are shown in fig. 1-17b.



