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Preface

The 10th in the series of IMA Conferences on Cryptography and Coding was held
at the Royal Agricultural College, Cirencester, during 19-21 December 2005. As
usual, the venue provided a relaxed and informal atmosphere for attendees to
discuss work and listen to the collection of talks.

The program consisted of four invited talks and 26 contributed talks. The
invited talks where given by Tuvi Etzion, Ueli Maurer, Alfred Menezes and Amin
Shokrollahi, and three of these invited talks appear as papers in this volume.
Special thanks must go to these four speakers as they helped to set the tone, by
covering all the areas the meeting aimed to cover, from cryptography through to
coding. In addition the best speakers are often the hardest to persuade to come
to a meeting, as they are usually the most busy. We therefore feel privileged to
have had a meeting with four such distinguished speakers.

The contributed talks were selected from 94 submissions. This is nearly twice
the number of submissions for the previous meeting in 2003. This is an indication
of the strength of the subject and the interest in the IMA series of meetings as
a venue to present new work. The contributed talks ranged over a wide number
of areas, including information theory, coding theory, number theory and asym-
metric and symmetric cryptography. Subtopics included a number of current
“hot topics,” such as algebraic cryptanalysis and cryptographic systems based
on bilinear pairings.

Assembling the conference program and these proceedings required the help
of a large number of individuals. I would like to thank them all here.

Firstly, thanks must go to the Program Committee and their subreferees who
aided in evaluating the contributed papers and coming to a difficult decision as
to what to include and what to exclude. We had to reject a number of papers
simply due to lack of space.

For the first time the IMA Program Committee used the WebReview software
from K.U. Leuven. This is an excellent program, which greatly helped myself as
Program Chair in collating and mediating the referee reports. Thanks must go
to the authors and maintainers of this program. Particular thanks must also go
to Richard Noad, one of my Research Assistants at Bristol, who dealt with all
the technical issues with mounting the servers and generally acted as a right-
hand-man throughout the process.

Thanks must also go to the authors of the submitted papers, and in particular
to those whose papers were accepted. The authors of the accepted papers co-
operated in compiling this volume, often meeting very tight deadlines imposed
by the publication schedule. Thanks must also go to the staff of Springer, in
particular Alfred Hofmann who helped in a large number of ways.

Valuable sponsorship of the meeting was provided by Hewlett-Packard Labo-
ratories and Vodafone. We thank them for their contributions.



VI Preface

Finally, thanks must go to the staff of the IMA, in particular Pamela Bye and
Lucy Nye, who dealt with all the day-to-day issues and allowed the Program
Committee to concentrate on the science. A conference such as this could not
take place without their help.

September 2005 Nigel Smart
Program Chair
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Abstract Models of Computation in
Cryptography

Ueli Maurer*

Department of Computer Science,
ETH Zurich, CH-8092 Zurich, Switzerland
maurerQinf.ethz.ch

Abstract. Computational security proofs in cryptography, without un-
proven intractability assumptions, exist today only if one restricts the
computational model. For example, one can prove a lower bound on the
complexity of computing discrete logarithms in a cyclic group if one con-
siders only generic algorithms which can not exploit the properties of the
representation of the group elements.

We propose an abstract model of computation which allows to capture
such reasonable restrictions on the power of algorithms. The algorithm
interacts with a black-box with hidden internal state variables which al-
lows to perform a certain set of operations on the internal state variables,
and which provides output only by allowing to check whether some state
variables satisfy certain relations. For example, generic algorithms corre-
spond to the special case where only the equality relation, and possibly
also an abstract total order relation, can be tested.

We consider several instantiation of the model and different types of
computational problems and prove a few known and new lower bounds
for computational problems of interest in cryptography, for example that
computing discrete logarithms is generically hard even if an oracle for
the decisional Diffie-Hellman problem and/or other low degree relations
were available.

1 Introduction and Motivation

1.1 Restricted Models of Computation

Proving the security of a certain cryptographic system means to prove a lower
bound on the hardness of a certain computational problem. Unfortunately, for
general models of computation no useful lower bound proofs are known, and it is
therefore interesting to investigate reasonably restricted models of computation
if one can prove relevant lower bounds for them.

In a restricted model one assumes that only certain types of operations are
allowed. For example, in the monotone circuit model one assumes that the circuit
performing the computation consists only of AND-gates and OR-gates, excluding
NOT-gates. Such a restriction is uninteresting from a cryptographic viewpoint
since it is obvious that an adversary can of course perform NOT-operations.

* Supported in part by the Swiss National Science Foundation.

N.P. Smart (Ed.): Cryptography and Coding 2005, LNCS 3796, pp. 1-12, 2005.
© Springer-Verlag Berlin Heidelberg 2005



2 U. Maurer

Nevertheless, some restricted models are indeed meaningful in cryptography,
for example the generic model which assumes that the properties of the repre-
sentation of the elements of the algebraic structure (e.g. a group) under con-
sideration can not be exploited. In view of the fact that for some problems, for
example the discrete logarithm problem on general elliptic curves, exploiting the
representation is not known to be of any help and hence generic algorithms are
the best known, such an assumption is reasonable from a practical viewpoint.!

The purpose of this paper is to provide a simple framework for such restricted
models of computation and to prove some lower bounds. Generic algorithms
are the simplest case. Some of the presented results are interpretations and
generalizations of previous results, for instance of [10] and [4].

1.2 Generic Algorithms and Computing Discrete Logarithms

In order to compute with the elements of a set S (e.g. a group), one must repre-
sent the elements as bitstrings (without loss of generality). A representation is
a bijective mapping from S to the set of bitstrings. A generic algorithm works
independently of the representation. The term generic means that one can not
exploit non-trivial properties of the representation of the elements, except for
two generic properties that any representation has. First, one can test equality of
elements, and second one can impose a total order relation < on any representa-
tion, for example the usual lexicographic order relation on the set of bitstrings.
However, one can generally not assume that the representation is dense or sat-
isfies any regularity or randomness condition.

In order to motivate the model to be introduced, we briefly discuss generic
algorithms for computing discrete algorithms in a cyclic group G. A cyclic group
G of order n, generated by a generator g, is isomorphic to the additive group Z,.
A generic algorithm for computing the discrete logarithm (DL) z of an element
b = g” to the base g in G can be modeled as follows. The algorithm is given a
black-box which contains z. It can also input constants into the box? and add
values in the box. The only information reported back from the box is when an
equality (collision) between two computed elements occurs. The algorithm’s task
is to extract z by provoking collisions and computing z from the collision pattern.
The order relation allows to establish ordered tables of the generated values and
thus reduces the number of equality tests required, but it does not allow to reduce
the number of computed values and is ignored in most of the following.

If one is interested in proving a lower bound on the number of operations
for any generic algorithm, then one can consider the simpler objective of only
provoking a single collision and that all equalities of elements are reported for
free. Since only additions and the insertion of constants are allowed, every value
computed in the box is of the form az + b (modulo n) for known values a and

! In contrast, for computing discrete logarithms in Z, for a prime p, quite sophisti-
cated algorithms are known (e.g. index calculus) which exploit that the elements are
integers that can be factored into primes.

? One can also assume that the box contains only 1 and z initially and constants must
be computed explicitly from 1 by an addition-and-doubling algorithm.
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b. For uniform z the probability that two such values az + b and a’z + b’ collide
is easily seen to be at most 1/q, where ¢ is the largest prime factor of n. Hence
the total probability of provoking a collision is upper bounded by (’2‘) /q and
therefore the running time of any algorithm with constant success probability is
at least O(,/q).

The simplest non-trivial generic DL algorithm is the so-called baby-step
giant-step algorithm with complexity O(y/nlogn). It need not know the group
order n, an upper bound on n suffices, and it is the best known algorithm when
the group order is unknown. The Pohlig-Hellman algorithm [7] is also generic
and a bit more sophisticated. It makes use of the prime factorization of n and
has complexity O(,/qlog q), which is essentially optimal.

1.3 Discussion and Generalization of the Model

This view of a generic algorithm appears to be simpler than the model usu-
ally considered in the literature, introduced by Shoup [10], where one assumes
that access to group elements is via a randomly selected representation. This
complicates the random experiment in which the algorithm’s success probabil-
ity is to be analyzed. Also, in a realistic setting one has no guarantee that the
representation corresponds in any way to a random mapping.

As a generalization of the described approach, one can also model that one
can exploit certain additional information from the representation of the ele-
ments, for instance that one can test certain relations efficiently. As an example,
one can imagine that one can efficiently test for any three elements z,y and z
whether zy = z, which corresponds to assuming the availability of a decisional
Diffie-Hellman (DDH) oracle. For this setting one can still prove an O(/q) lower
bound for the discrete logarithm problem.

2 An Abstract Model of Computation
2.1 The Model

We consider an abstract model of computation characterized by a black-box
B which can store values from a certain set S (e.g. a group) in internal state
variables V1, V5, ..., V,,. The storage capacity m can be finite or unbounded.

The initial state consists of the values of V¢ := [V4,..., V4] (for some d < m,
usually d is 1,2, or 3), which are set according to some probability distribution
Pya (e.g. the uniform distribution).

The black-box B allows two types of operations, computation operations on
internal state variables and queries about the internal state. No other interaction
with B is possible.> We give a more formal description of these operations:

3 This model captures two aspects of a restricted model of computation. The com-
putation operations describe the types of computations the black-box can perform,
and the state queries allow to model precisely how limited information about the
representation of elements in S can be used. A quantum computer is another type of
device where only partial information about the state can be obtained, but it could
not be captured in our model.
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— Computation operations. For a set II of operations on S of some arities
(nullary, unary, binary, or higher arity), a computation operations consist of
selecting an operation f € IT (say t-ary) as well as the indices %1,...,%4+1 <
m of t + 1 state variables.* B computes f(V;,,..., V;,) and stores the result
inV;,,,.5

— Queries. For a set X of relations (of some arities) on S, a query consist of
selecting a relation p € X' (say t-ary) as well as the indices i1,...,17; < m of

t state variables. The query is replied by p(V;,,...,V;,).

A black-box B is thus characterized by S, IT, X, m, and d. As mentioned
above, one can include an abstract total order relation <.

2.2 Three Types of Problems

We consider three types of problems for such black-boxes, where the problem
instance is encoded into the initial state of the device.

— Extraction: Extract the initial value = of V; (where d = 1).6

— Computation: Compute a function f : S — S of the initial state within B,
i.e., one must achieve V; = f(z1,...,z4) for some (known) i, where 1, ..., z4
are the initial values of the state variables V4,..., Vj.

— Distinction: Distinguish two black-boxes B and B’ of the same type with
different distributions of the initial state V<.

An algorithm for solving one of these problems is typically assumed to be
computationally unbounded, but it is restricted in terms of the number k of
interactions with the black-box it can perform. The memory capacity m can
also be seen as a parameter of the algorithm.

One is often only interested in the computation queries, especially when
proving lower bounds, and can then assume that, for every (say t-ary) relation
p € X, B provides all lists (i1,...,1;) such that p(u;,,...,u;,) for free. We prove
lower bounds in this model.

The success probability of an algorithm is taken over the choice of the initial
state V1,..., Vs and the (possible) randomness of the algorithm. The advantage
of a distinguisher is defined as usual.

3 Concrete Settings

In this section we consider a few concrete instantiations of the model which are
of interest in cryptography.

4 This information is the input to B.

5 A special case are constant functions, i.e., the operation of setting an internal state
variable V; to a particular value ¢ € S. If m is unbounded, then one can assume
without loss of generality that each new result is stored in the next free state variable.

 More generally, one could consider the problem of extracting more general informa-
tion about the initial state. This can be formalized by a function g : $¢ — Q for
some Q, where the task is to guess g(V4,..., Vy).
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3.1 Notation

We introduce some notation. Let C denote the set of constant (nullary) opera-
tions, which correspond to inserting a constant into the black-box. For a ring
S, let £ denote the set of linear functions (of the form a1 Vi + -+ + agVy) on
the initial state V¢. For a multiplicatively written operation (e.g. of a ring) S,
let square denote the binary relation {(z,y) : y = z%}, let power(e) denote
{(z,y) : y = z¢}, and let prod denote the ternary relation {(z,y, z) : z = zy}.

For a given set IT of operations, let 1T be the set of functions on the initial
state that can be computed using operations in I7.

3.2 Extraction Problems with Constant and Unary Operations

The simplest case of an extraction problem to consider is when IT = C and
¥ = {=}, i.e., one can only input constants and check equality.” It is trivial
that the best strategy for the extraction problem is to randomly guess, and the
success probability of any k-step algorithm is bounded by k/|S|, i.e., the com-
plexity for achieving a constant success probability is O(]S]). This bound holds
independently of whether one counts equality checks or whether one assumes a
total order < on S. This bound is trivially achievable with constant memory m.

If one would also allow to check a more general relation than equality (i.e.,
X = {=, p} for some p), then better algorithms may exist. But the above upper
bound generalizes easily to kd/|S|, where

d:meagq{veS:uvavpu}]

is the maximal vertex degree of the relation graph. Note that d = 1 for the
equality relation. If d is large, there can exist efficient algorithms. For example,
if ¥ = {=,<} and S is totally ordered by the relation <, then one can use the
binary search algorithm with running time O(log |S|), which is optimal.® It may
be interesting to consider other relations.

We return to the case X' = {=} but now allow some unary operations.

Theorem 1. Let x be a group operation on S, let [ =CU{z+— zxa|a € S}
consist of all constant functions and multiplications by constants, and let ¥ =
{=}. The success probability of every k-step algorithm for extraction is upper
bounded by $k%/|S|, and by km/|S| if m is bounded.

Proof. We use three simple general arguments which will be reused implicitly
later. First, we assume that as soon as some collision occurs (more generally, some
relation in X is satisfied for some state variables) in the black-box, the algorithm

" This corresponds to a card game where one has to find a particular card among n
cards and the only allowed operation is to lift a card, one at a time.

8 Note that the previously discussed order relation < can not be used to perform
a binary search because it is not known explicitly, but only accessible through an
oracle.



