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PREFACE

In the last two decades, the development of specific methodologies for the control of
systems described by nonlinear mathematical models has attracted an ever increasing interest; In
an earlier phase, the emphasis was mostly addressed to the understanding of basic qualitative
concepts, such as controllability and observability, and to the analysis of input-output behaviour
by means of functional expansions, but a relatively minor attention was addressed to problems
of high importance in an engineering environment, as the design of feedback control laws. A
major breakthrough occurred at the beginning of this decade, primarily due to the application of
mathematical concepts derived from the field of differential geometry. Two of the main streams

in the applications of these concepts to control theory are the design of feedback laws which = -

transform a nonlinear system into an equivalent linear system (feedback linearization), and the
design of feedback laws which render certain outputs independent of certain inpiits (disturbance
decoupling and noninteracting control). In particular, feedback linearization techniques were
successfully applied to the very difficult problem of controlling an aircraft with multiaxis
nonlinear dynamics. Around the mid of the decade, a further thrust was added by the
appearance of new methods for the analysis of nonlinear input-output differential relations, and
by the efforts to combine the results of the geometric analysis with the methods of the
asymptotic analysis, primarily singular perturbations and center manifold theory. Important
system theoretic concepts such as left invertibility, right invertibility, and nonlinear equivalent
of transmission zeroes were successfully elaborated. This more recent stage of the development
made it possible to find solutions to problems as noninteracting control with stability,
asymptotic tracking and output regulation, but also made it clear how much the intrinsically
more elaborate nature of a nonlinear control system could be an obstruction to the solutions of
problems which are well understood in a linear environment. -

Theory and applications are still gradually developing. There are limitations, open

problems and unknowns. The fundamental issue of stabilizing a nonlinear system by means of
. state feedback continues to attract a major interest, and general conditions for the existence of
stabilizing feedback laws are gradually appearing. One area of research, already initiated, which
apparently will receive an increasing attention in the years to come is that of combining the
design technique developed so far, which require exact knowledge of the system under control,
with appropriate adaptation philosophies which could take into account unknown parameters
and unmodeled dynamics. All the design methods which are presently available require, more
or less, accurate knowledge of the state of the process, while no satisfactory theory for the
design of nonlinear observers is available. Even a suitable nonlinear analogue of the separation
principle still needs to be developed. The theory of nonlinear dynamic compensation is only in a
very preliminary stage, especially if design requirements concerned with the asymptotic
behaviour must be taken into account. _ :

This Volume contains a wide selection from the papers presented at the IFAC
Symposium held in Capri, 14-16 June 1989, by researchers of more than 15 different
countries. The empahsis is on the methodological developments, although thirteen of the
seventy selected papers are concerned with the presentation of applications of nonlinear design
philosophies to actual control problems in Chemical, Electrical and Mechanical Engineering.
The main subjects addressed are the following ones: Algebraic and Geometric Methods in
Nonlinear Control Theory, Discrete Time Systems, Input-Output Methods of Analysis and
Design, Stability and Regulation, Adaptive Control, Variable Structure Systems, Differential
Inclusions, Optimal Control.

There are numerous people who helped organizing this Symposium. Particular thanks
deserve the members of the International Program Committee, for their help to set up the
program and all the reviewers, whose very accurate and timely responses were instrumental in
paper evaluations. Under the direction of Prof. S. Monaco, the members of the National
Program Committee, in particular the colleagues A. De Luca and M.D. Di Benedetto, together
with C. Dollari of the Dipartimento di Informatica e Sistemistica of the Universita "La
Sapienza", secured an invaluable support. S

Alberto Isidori
IPC-Chairman
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ALGEBRAIC METHODS IN
NONLINEAR CONTROL

COMPUTER-AIDED DESIGN OF NONLINEAR
OBSERVERS

J. Birk and M. Zeitz

Institut fiir Systemdynamik und Regelungstechnik—Universitat Stultgart,
D-7000 Stuttgart 80, Pfaffenwaldring 9, FRG

Abstract. Recently developed methods for the design of nonlinear observers require extensive analyt-
ical calculations which are not practicable without computer assistance. For the extended Luenberger
observer the step by step design with the aid of a computer using the symbolic programming language
MACSYMA is shown. In addition to the calculating functions, the developed program for the design
of nonlinear observers contains some user interface and input/output functions, e.g. for an ACSL
simulation of the observer equations. Corresponding to the design steps the programmed calculating
functions form a hierarchy of basic mathematical, analysis, and design functions. These functions
can be simply extended and used for the solution of other problems, e.g. for the nonlinear controller
design. The application of the program is demonstrated for the computer-aided design of an extended
Luenberger observer for a continuous stirred tank reactor.

Keywords. Nonlinear systems, observers, extended Luenberger observer, computer-aided design,

THEORY

symbolic calculation, MACSYMA.

INTRODUCTION

For the computer-aided analysis and design of nonlinear
syxtems, symbolic programming languages such as MAC-
SYMA, REDUCE, MUMATH or SMP can be used. Ana-
lytical and numerical calculations are thereby realized in a
CACSD-program. First experiences with the language RE-
DUCE for the controllability analysis of elastic robots and
the stabilisation of an electrical power system have been
presented by Cesaro and Marino (1984 a, 1084 b). The
program system CONDENS - Control design of nonlinear
systems - written in MACSYMA has been introduced by
Akhrif and Blankenship (1987). CONDENS contains mod-
ules for lincarisation and inversion of nonlinear systems
with application to a controller design.

A computer-aided design of nonlinesr cbservers has been
deacribed by Bir, Fritz, and Zeitz (1987) for the first time;
the MACSYMA program uses the two-step-transformation
proposed by Keller (1987) to linearize the obeerver esror

is based on these experiences. Special emphasis is placed
on the design of extended Luenberger observers, which are
applicable for a relatively wide class of nonlinesr systems
(Zeits, 1987; Birk and Zeits, 1988). In the following, the
essential design steps for this observer are explained before
the program and its application to & chemical reactor are
described.

NONLINEAR OBSERVABILITY PROBLEM

Consider the nonlinear system
g2=f(z,u) t>0, z2(0)=2=,, Q1)
v =h(=z,u) 2

where the state = is an n-vector, the input » is & p-vector
and the output y is a g-vector. The nonlinear functions
f(z,w) and A(z,w), and the input u(t) are assumed to be
real and sufficiently smooth. Introducing time ¢ as an ad-
ditional input w,;, with %,,, = l Eqs. (1), (2) include
also time-variable systems.

-hoxdettomvutmthemhnutobeer.nblhtypmblem

(1), (2), the observability map is used for the analysis of the
relationship between the measured input/output and the
unknown state (Zeitz, 1984). The nonlinear observability

map
’
t
H A(=,u) =: o(=, &) 3
("“) "-l

-\ T
= t’,ir,..., o
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consists of the first {n — 1) time derivatives of the output
equation (2) in which the differential equation (1) is in-
serted. The system of nonlinear equations (3) has a unique
solution z if the inverse map ¢q~*(y,#) exists. In prac-
tice, this can only be proved by an actual determination of
¢~1(§,%). For a local analysis of the relation between & and
j on the one side and = on the other side, the Jacobian ma-
trix of the observability map (3) with respect to z is used
(Hermann and Krener, 1977; Nijmeijer, 1981; Krener and
Isidori, 1083; Bestle and Zeitz, 1983; Zeitz, 1984; Krener
and Respondek, 1985; Krener, 1985)

Np
gz, Ny | oh
Qeaye= R | T )
N}I—l

T
with NgrT:= T f fr -t i (—g%) .
Bh-
T r_ 9
N?r =T, T = b
In comparison to the computation of q"(;’(,_ﬁ), the rank
test of the observability matrix 4)

rank Qz,%)=n . (5)

v i=1)g .

is simpler. Following condition (5), there exists a one-
to-one correspondence of the input/output and the state
x of the system in the neighbourhood of some points =
and @. The corresponding property of the system which is
called "locally weakly observable by Hermann and Krener
{1977) and "locally distinguishable“ by Krener (1985}, is
an essential condition for the design of a nonlinear observer.

EXTENDED LUENBERGER OBSERVER

A nonlinear observer for the system (1), (2) can be deter-
mined in a very simple way, if the system can be converted
by means of a nonlinear transformation

z =w(z*d), =" =w(z) (6)
to a general nonlinear observer form {Zeits, 1989):
= Az* — a(y,w") (1)

y= h‘(C;c',u) — Cz*= h'_‘(yvu) (8)
r .
(n
with «*:= (ur,dr,...,u’z)

This general nonlinear observer form is characterized by
the nonlinear expressions a(y,z"), which depend ouly on
the input .and the output, and by the particular output
equation (8), which can be converted to a linear form with
respect to the new state variables z* . In these coordi-
nates, the nonlinearities a{y,u*) can be realized by an in-
put/output injection in the observer differential equation

# = AP ~a(y,u) + G’ M Hy,u) - CET, (9)

5o that there are no more nonlinear expressions in the dif-
ferential equation of the observer error £* = 2* — z°

3 =(aA-GC)F . (10) '

Moreover, if the matrices A and C are set up in an ob-
server canonical form, the transient behaviour of the ob-
server and the gain matrix G* can be dimensioned very
easily by eigenvalue assignment through the coefficients
pi v i = 0(1)n —1 of the characteristic polynomial (Krener
and Isidori, 1983; Bestle and Zeitz, 1983; Krener and Re-
spondek, 1985; Keller, 1987)

det( A~ A+ G*C) = A+ pas i A" 4+ o+ pid+py . (11)
This design method supposes that the transformation (6)
and the nonlinearities a(y, u*) and h*(Cz*,u) can be calcu-
lated by an integration of the partial d:ﬂ'erentml equations
of this type

Sw . . da Oh°
5z = 2 5osow

The right hand sides ®;(z*,%) and ®2(x*,v*) which have
been derived by Zeitz (1987) depend on the inverse ob-
servability matrix (4), whose regularity must therefore be
postulated. The integration of the nonlinear partial differ-
ential equations (12) is possible only in a few exceptional
cases. Krener and Respondek (1985), and Keller (1987)
have formulated criteria for the nonlinear functions of the
observability normal form which is based on the observ-
ability map (3) in order to prove the existence of the ob-
server normal form for a given nonlinear system. These
very strong conditions for the design using the nonlinear
observer canonical form are alleviated for the extended Lu-
enberger observer (Zeitz, 1987; Birk and Zeitz, 1988)

= $y(2°,u") . (12)

& = f(&,u) + G(2,u")ly — h(2,u))] (13)

by the following modifications. °
¢ In canonical coordinates, the observer is set up as

& = A% - a(§,u’)+ G ly— 9], (14)

§ = h(C#,0) (15)

rather than by the observer differential equation (9).
The nonlinearity a{y,«*) is not injected but realized as
a{§,u*). Moreover, the observer correction depends on
the difference between the measured and the computed
output.

o The differential equation of the observer error formed
Ly the difference of (14) and (7)

3" = AF —a(§,u")+aly, v G (R (Cz*, u)-h*(C3°,u)] ,

is linearized around the reconstructed trajectory #°(¢)

r =

ze 8a 8h* . - 2
[A 5 50sC G —ac .C] ro(cap .
(16)

Since the time variable differential equation (16) is in
observer canonical form, it can be converted by an ap-
propriate choice of G* to a time invariable form and can
be dimensioned by eigenvalue assignment.

-1
In the design equations for G* and G = ( g:’) G* the
partial differential equations (12) can be substituted
without a previous integration.

In the case of single output (¢ = 1, Cz* = z;), these
design steps for the extended Luenberger observer lead to
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the following dimensioning formula for the observer gain
vector (Zeitz, 1987; Birk and Zeitz, 1988)

-y -1
g(#,ut) = {[poL(}+...+p,,_1L'}_l+L’,‘]a}(z—:;) (17)

. af s Os . 0. _
with Lfa.—as—af—aﬁu, L!.!-—J,
s\ T
and a=Q“(i,ﬁ)(0,...,0,g—;‘) .

The only condition for the application of this design
method is the regularity of the observability matrix Q(z, )
in the operating range of = and 4. The evaluation of for-
mula (17) can be simplified by an appropriate choice of
function k*/dz}(z, @) # 0 such that the applications of
the differential operators Ly to the so-called starting vector
s lead to simple expressions. The dimensioning rule (17)
contains as a special case Ackermann’s formula (1983) for
linear systems. If the stationary solution for an operating
point z,,u, with f(z,,u,) = 0 is substituted into the di-
mensioning rule (17), a constant observer gain is Teceived.
The same result is obtained if the formula of Ackermann
is applied to the system equations which are linearized
around the operating point.

PROGRAM FOR THE COMPUTER-AIDED
OBSERVER DESIGN

A program system has been developed for the computer-
aided application of the described methods for the observ-
ability analysis and the observer design to nonlinear sys-
tems. The program system uses the symbolic programming
language MACSYMA on a Symbolics-AI-Workstation and
contains modules with user interface, input/output and
calculating functions as shown in Fig. 1. The calculat-
ing functions, which form the basis of the program, can
be divided into three categories: basic mathematical, anal-
ysis, and design functions. In every category, the calcu-
lating functions are sorted according to the corresponding
probiems. For example, the design functions are divided
in state estimator design and transformation in canonical
forms. For state estimator design, the program contains
the design of the canonical form observer, the extended
Luenberger observer, the operating point observer, and the
extended Kalmsn filter. For an observability analysis of
nonlinear systems, the global observability, the local weak
observability, and the operating point observability can be
proved analytically.

The analysis and design functions are realized by means
of basic mathematical and MACSYMA functions. 1f there
are no corresponding MACSYMA functions, necessary cal-
culating operations are programmed as mathematical basic
functions. Typical examples are the computation of a Ja-
cobian matrix or the directional differentiations of scalars,
row and column vectors in & vector field according to Egs.
(3), (4), and (17).

The hierarchy of the design, analysis, and mathematical
basic functions represented in Fig. 1 corresponds to the
mathematical hierarchy of the design steps for the nonlin-
ear observer problem. Moreover, this hierarchy of calen-

lating functions allows a simple extension of the program
for other problems, e.g. the controllability analysis and the
design of nonlinear controllers. A similar level structure is
implemented in the already discussed program CONDENS
{Akhrif and Blankenship, 1987).

In addition to the calculating functions, the program sys-
tem contains user interface and input/output functions ac-
cording to Fig. 1. The input/output functions, which can
be called from the calculating functions as well as from the
user interface functions, can be used to enter, to change,
or to save system equations, to save program sequences or
to plot analytical results. Moreover, the MACSYMA func-
tion, which generates FORTRAN code, is used to convert
differential equations to a file, which can be directly used
for the numerical simulation program ACSL. In some I/0-
functions there are several functions which are realized in
a second level as represented in Fig. 1. Such a second level
exists for the system input, plot, and simulation functions.

The user interface of the program is realized by mouse-
supported menus. The implemented calculating and 1/0-
functions can be called and used without detailed knowl-
edge of the programming language and of the applied sys-
tem theoretical methods, because the user is prompted in
all functions for .the necessary input. The lines between
the modules of the program in Fig. 1 characterize the pos-
sible program sequence which can be chosen by the user.
Moreover, the menu-controlled program sequence can be
interrupted at every point to work interactively with MAC-
SYMA without losing the results already calculated. In
This lowest program level, elementary operations or func-
tions not available in a higher level can be executed di-
rectly by using MACSYMA functions. The simplification
of complicated expressions by factoring out or reduction is
one example. After finishing the MACSYMA calculations,
the program sequence can be continued at the interrupt
point.

EXAMPLE OF AN OBSERVER DESIGN

The computer-aided design of an extended Luenberger ob-
server with the developed MACSYMA program is demon-
strated for the model of a continuous stirred tank reactor

&= ( —ajx; + rix) ) (18)

~anT2 + azpr(x) + bu

with r(x) = [(1 = x1) + (1 — z1) ko exp(—-i :—11) ,

y=x .
In these equations, the normalized concentration r; and
the normalized temperature z; are used and the non-
linear reaction rate r(zx) is valid for an exothermal de-
cay reaction. Fig. 2 shows the handling and the out-
put of the program as an extract of the saved pro-
gram sequence. By starting the program with the func-
tion call "Nonlinear_observer_design()" the main menu
is displayed. Selecting the I/O-functions, a menu ap-
pears with the input/output functions presented in Fig.
1. By menu-controlled choice of the saved system
"stirred_tank_reactor”, this system is loaded and displayed
in (E3) and (E4). With the I/O-function "change_system”
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the system could be modified. After returning from the
1/O-functions, the main menu appears again, from which
the function "Ext_Luenberger_observer” can be called via
several menus according to the program structure in Fig.
1. The function "Ext.Luenberger_observer” computes first
of all the observability matrix (4) and displays the deter-
minant of this matrix in (E5). At this point, the user has
to decide whether the state-dependent determinant is dif-
ferent from zero in the considered domain of z. This neces-
sary and sufficient condition for the design of an extended
Luenberger observer is satisfied for the stirred tank reactor
because of p > 0, v > 0,and z; <'1. In order to obtain an
observer gain (17) as simply as possible, the starting vec-
tor s must be made as simple as possible by an appropriate
choice of the function 8h*/8z’(z,%) . The program pro-
poses an expression for this function in (E6) which leads
to the constant starting veetor (E7). After confirmation
of this proposal, the gain (17) of the extended Luenberger
- observer is calculated and displayed in (E8).

The observer design for this,nonlinear system, which is
very extensive by hand, requires a CPU-time of about 15
seconds on a Symbolics-3620-Workstation.

In order to compare the transient behaviour of the ex-
tended Luenberger observer with that of a linearly designed
observer, an opérating point observer is also generated
using the calculating function "operating-point_observer”.
The transient behaviour of these observers is simulated
by use of the simulation language ACSL on an IBM PC,
whereby the ACSL file is automatically generated by the
output function "simulation ACSL”.

The simulation results of the system, the extended Lu-
enberger observer, and the operating point observer are
shown in Fig. 3. The extended Luenberger observer has
a better convergence behaviour if the characteristic co-
efficients (11) are equal to those of the operating point
observer. Further simulation studies also show a better
damping of measurement noise by the extended Luenberger
observer in comparison to the operating point observer.

This measurement noise damping can be influenced by the

observer eigenvalues.

CONCLUSIONS

The experiences obtained with the MACSYMA CACSD-
program can be summarized as follows.

o A symbolic calculating program is a very important tool
for the practical application of design methods for non-
linear observers. The extensive calculations are done
quickly and yield correct results,

o Explicit and recursive calculations like differentiations
and matrix inversions are handled without any difficul-
" ties by MACSYMA, but very large terms of solution
“can be produced. Implicit and non-recursive calcula-
tions, like the inversion of the observability map can-
not always be handled even if there exists a solution.

In such cases the knowledge of the program user is also
required. The interactive facilities of such a program
are therefore very important.

The interface between the MACSYMA program and the
numerical simulation language ACSL is a very feasible
tool for use in the study of symbolic design results, such
as comparison of different observer design methods.
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(C3) Nonlinear observer_design();

[]
X ] 2 8 g
= ~ N
DESIEN. S SAVE_SYSTEM x : -
ANALYS1S. FUNCTIONS 7N R 7 bucsa T 0w CURRENT
mmzmncAL_seSIc_runl snsnhb\:i[rcngf}%ur RETURN
MACSYMA_FUNCTIONS LATION
MACSYMA_FUNCTIONS
RETURN
The system stirred tank_reactor is loaded.
, El
{ = =mmees ]
4 : NU X2 + 1 ]
- [4 KO (- X1 + MU (1 - X1) + 1) sE - Al X1 ]
(E3) X_DOT = [ 1
[ _ El ]
{ - meemee ]
t NU X2 + 1 1
[ A22 X0 (- X1 + MU (1 - X1) + 1) AE =~ A21 X2 + B Ul )
(£4) Y= [ X2)

NBNTEAL POl O8cHre

RATING |
EXT_KALMAN_FILTER

CHANGE SYSTEM - | ﬁquﬁ'fw %‘%Ex |

SAVE_BYSTEM . -
sersts | — rmmnm-sasxc_ruui

SAVE_DIALOG MACSYMA_FUNCTIONS R MACSYMA_FUNCTIONS
GRAPHIC_OUTPUT . 10_FUNCTIONS
SIMULATION RETURN
MACSYMA_FUNCTIONS
RETORN x

The structure of the ext. Luenbaerger observer is dx~/dt = f£(x~,u) + G(x~,u*) (y~h(x~,u)).
The computation of the ext. Luenberger obs. gain G(x*,u*) requires full rank of the obser-
vability matrix, the vector u* contains the input u and the first n time derivatives of u,
The determinant of the observability matrix reads:

El
: NU - 1 X2 + 1
(ES) DETQB = =~ A22 KO (- MU NU (1. - X1) = 1) AR

The ext. Luenbsrger observer can be designed in these domains where DetQb is not equal to O,
In order to simplify the observer gain, the starting vecter internally used should be as

simple as possible. As a free parameter the partial derivative of the canonical output non-
linearity can be chosen arbitrarily (not squal to 0). Do you agree with the default (Y/N)

El
: NU - 1 X2 + 1 . '
(E6) DHJ_STAR = A22 KO (-~ MU NU (1 - X1) - 1) sE
1)
(£7) STARTING_VECTOR_ELO = [ )
[o]
YES;

The gain matrix G(x,u*) of the extended Luenberger ohserver is calculatad as

(E8) MATRIX ([ (-EL*KO# (~MU*NU# (1-X1) ~ (NU=1) ~1) #8E~~ (E1/ (X241) ) * (A22*KO* (~X1+MU* (1=X1) ~NU+1)
*SE~- (E1/ (X2+1) ) ~A21#X24B*UL) / (X2+1) ~2-KO#MUX (NU-1) #NU* (1=-X1) ~ (NU=2) *RE~~ (E1/ (X2+1) ) *
(KO*® (=X14MU* (1-X1) “NU4+1) *8E~ - {E1/ (X241) ) "ALAX1) + (KO (-MUNNU* (1=X1) ~ (NU~1) =1) #*3E~~ (E1/
(X2+41) ) =A1) A24PCL2# (KO* (~MUANU* (1=X1) ~ (NU=-1) ~1) *$E~= (E1/ (X2+1) ) A1) +A22%E1*KO~2#* (~MU*
NU#* (1-X1)~ (NU-1) ~1) * (~X14+MU* (1=X1) "NU+1) *SE~- (2#EL/ (X2+1) ) / (X241) ~24PC11) #AE~ (E1/ (X2+
1))/ (A22%K0* (-MU*NU#* (1-X1) ~ (NU=1) =1) ) }, [ (A22*KO# (~MUANU* (1-X1) ~ (NU-1) ~1) *AE~-(E1/ (X2+
1)) * (A22*E1*KO* (~X1+MU* (1=X1) ANU+1) #$E~= (E1/ (X241) ) / (K241) ~2~A21) ~A22%E1*KO#* (~MU*NU* (
1-X1) ~ (NU-1) -1) #3E~~ (EL/ (X2+1) ) ¥ (A22%K0* (~X14+MU* (1-X1) ~NU+1) *SE~- (E1/ (X2+1) ) ~A21%X2+B
*UL) / (X241) ~2-R22*KO*MU* (NU~1) *NU* (L~X1) ~ (NU=2) *$E~= (E1/ (X241) ) * (KO* (=X1+MU* (1~X1} ~NU
+1) #AE~= (E1/ (X241) ) ~AL*X1) +A22AKO0* (~-MUANU# (1-X1) ~ (NU-1) ~1) #$E~— (E1/ (X2+1) ) * (KO* (~MUSN
U* (1-X1) ~ (NU~1) =1) *SE~= (E1/ (X2+1) ) A1) +A22*KO*PC12* (~MU*NU* (1=X1) ~ (NU-1) =1) *3E~= (E1/(
X2+1)) ) *3E~ (B1/ (X2+1) ) / (A22*KO* (~MUANUW (1=X1) ~ (NU~1)-1)} })

The coefficients PCij of the characteristic polynom can be chosen by pole placemant. The
initial conditions of the observer x~(0) should be chosen such that h(x~(0),u(0)) = y(0).

Fig. 2. Dialogue for the computer-aided design of an extended Luenberger observer for a contin-
uous stirred tank reactor (Ci - MACSYMA command line, Ei - MACSYMA output).



Copyright © IFAC Nonli

) Control Sy
Design, Capri, laly 1989

SHOULD THE THEORIES FOR CONTINUOUS-
TIME AND DISCRETE-TIME LINEAR AND
NONLINEAR SYSTEMS REALLY LOOK ALIKE?
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Abstract. We claim by exhibiting several examples that the relationship between discrete-
time and continuous-time systems should be re-examined. The theoretical explanations
provide a renewed understanding of discrete-time state-variable description, which

employs difference algebra.

I. INTRODUCTION

" It.is nowadays a common belief that continuous-time and
discrete-time linear systems should enjoy almost identical
theoretical approaches. This principle is of course also
widespread for nonlinear systems, where the two most popular
viewpoints for the continuous-time case, namely, differential
geometry and functional expansions (cf. Isidori [18]), have
been extended to discrete time {7, 15-17, 19, 20, 25, 27-32, 34-
40]M), Our aim in this note is to convince the reader that this
analogy may sometimes be misleading.

We recall, for example, that one of the main justifications for
introducing state feedbacks is to avoid derivatives of the output.
This need centainly disappears for discrete-time systems if it can
be shown that derivatives are replaced by delays. A more
abstract reason for questioning the usual state-space formalism,
which goes back to Kalman [22], is the following.

The pure integrator ¥(t) = u(t) and the pure delay y(t+1) = u(t)
have the same transfer functions and analogous minimal state-
space realizations of dimension one. However, contrary to the
discrete-time case, the knowledge of the control is not enough to
compute the output of the continuous-time integrator, since the
initial condition must also be known. This can be explained in
mathematical language by saying that the delay operator is
injective, i.e., possesses a trivial kernel, but not the derivation,
the kernel of which is the set of constants. Such an important
feature is completely overlooked by the traditional Laplace
transform and therefore by the transfer function formalism.

The preceding difficulties are overcome when employing
difference algebra (Cohn [6]), which has been proved to be a
most effective tool for studying discrete-time systems {8, 13] in
the same manner as differential algebra helped the understanding
of continuous-time systems [9, 11]. We first give an overview
of our formalism, especially regarding linear and nonlinear
realization. We then show with various examples how the
classical realization theory leads to unsatisfactory answers from
a logical viewpoint, and how to remedy this with our approach.

We must repeat what we already wrote in [13]: the complex
relationship between continuous-time and discrete-time systems
can only be understood by studying the connection between
differential and difference algebras. A further illustration is
given by looking at the feedback linearization of discrete-time
dynamics and comparing it with what has been achieved in the
continuous-time case [14].
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IL. DIFFERENCE ALGEBRA AND
DISCRETE-TIME SYSTEMS

IL1. A short summary of difference algebra®

IL.1.1. Both differential algebra and difference algebra were
created between the two World Wars by the American
mathematician L.F. Ritt. His aim was to provide for differential
and difference equations a toolkit which would be as powerful
as is commutative algebra for algebraic equations. It should be
remembered that this was the time when commutative algebra
began to mature thanks to the work of several famous German
mathematicians (Dedekind, Kronecker, Hilbert, E. Noether,
etc.). The books by Kolchin [24] and Cohn [6] give good
surveys of these new disciplines.

M.1.2. A difference field K is a commutative field which is
equipped with a necessarily injective morphism &8: K — X,
called transformation, which satisfies the following rules: ’

VabeK, &(at+h)=23a+3b,
8(ab) =da. 8b,

da=0¢ a=0,
a is called a constant iff 8a = a.

IL1.3. Let K be a difference field. Its Lasasre closure is a
difference over-field K*, which is unique up to isomorphism,

such that, for any a € K*,
- & a belongs 1o K for r sufficiently large,
- &1 a is defined.

For discrete-time systems, 5 (resp. §'1) represents the backward
(resp. forward) shift operator.

I1.1.4. Let L/K be a difference field extension, and let K* and
L* be their inversive closures. The order (resp. effective order)
of L/K is the transcendence degree of L/K (resp. L*/K*). It is
not difficult to prove that the effective order is less than or equal
to the order.

(2) See Cohn [6] for more details. We assume the reader to be familiar with
the basic definitions and theorems of commutative algebra (see, e.g., Lang
[26]



