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Preface

This volume contains invited and contributed papers presented at the 9th International
Summer School “Neural Nets E.R. Caianiello” on Nonlinear Speech Processing: Algo-
rithms and Analysis, held in Vietri sul Mare, Salerno, Italy, during September 13-18,
2004.

The aim of this book is to provide primarily high-level tutorial coverage of the
fields related to nonlinear methods for speech processing and analysis, including new
approaches aimed at improving speech applications.

Fourteen surveys are offered by specialists in the field. Consequently, the volume
may be used as a reference book on nonlinear methods for speech processing and anal-
ysis. Also included are fifteen papers that present original contributions in the field and
complete the tutorials.

The volume is divided into five sections: Dealing with Nonlinearities in Speech Sig-
nal, Acoustic-to-Articulatory Modeling of Speech Phenomena, Data Driven and Speech
Processing Algorithms, Algorithms and Models Based on Speech Perception Mecha-
nisms, and Task-Oriented Speech Applications.

Dealing with Nonlinearities in Speech Signals is an introductory section where non-
linear aspects of the speech signal are introduced from three different points of view.
The section includes three papers. The first paper, authored by Anna Esposito and Maria
Marinaro, is an attempt to introduce the concept of nonlinearity revising several nonlin-
ear phenomena observed in the acoustics, the production and the perception of speech.
Also discussed is the engineering endeavor to model these phenomena.

The second paper, by Marcos Faundez-Zanuy, gives an overview of nonlinear pre-
dictive models, with special emphasis on neural nets, and discusses several well-known
nonlinear strategies, such as multistart random weights initialization, regularization,
early stop with validation, committees of neural nets, and neural net architectures.

The third paper, by Simon Haykin, faces the problem of processing nonlinear, non-
Gaussian, and nonstationary signals describing the mathematical implications derived
by these assumptions. The topic has important practical implications of its own, not
only in speech but also in the field of signal processing.

Acoustic-to-Articulatory Modeling of Speech Phenomena deals with problems re-
lated to the acoustic-phonetic theory in which basic speech sounds are characterized
according to both their articulatory features and the associated acoustic measurements.
Fundamental and innovative ideas in speech production are covered. This section con-
tains three papers. The first paper, authored by Eric Keller, discusses voice quality
within a large predictive and methodological framework. Voice quality phenomena
are reviewed at two levels: (1) at the level of independent variables, topic-, affective-,
attitude-, emotion-, gender-, articulation-, language-, sociolect-, gender-, age- and
speaker-related predictors; and (2) at the level of dependent variables, where the em-
pirical identification of voice quality parameters in the speech signal are summarized.
Specifically, Fant’s original and revised source-filter models are reviewed.
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The second paper, by Gernot Kubin, Claudia Lainscsek, and Erhard Rank, discusses
the identification of nonlinear oscillator models for speech analysis and synthesis. The
paper, starting from the first successful application of a nonlinear oscillator model to
high-quality speech signal processing, reviews the numerous developments that have
been initiated to turn nonlinear oscillators into a standard tool for speech technology,
and compares several of these attempts with a special emphasis on adaptive model
identification from data.

The third paper, by Jean Schoentgen, revises speech modeling based on acoustic-
to-articulatory mapping. The acoustic-articulatory mapping is the inference of acoustic
equivalents of a speaker’s vocal tract. This mapping involves the computation of mod-
els of the vocal tract whose eigenfrequencies are identical to the speaker’s formant
frequencies. The usefulness of such a transformation is in the idea that formant data
may be interpreted and manipulated more easily in the transform domain (i.e., the geo-
metric domain) and therefore acoustic-to-geometric mapping would be of great use in
the framework of automatic speech and speaker recognition.

Data Driven and Speech Processing Algorithms deals with new and standard tech-
niques used to provide speech features valuable for related speech applications. This
section contains five papers.

The first, by Alessandro Bastari, Stefano Squartini, and Francesco Piazza, reports
on the problem of separating a speech signal from a set of observables when the mixing
system is undetermined. A common way to face this task is to see it as a Blind Source
Separation (BSS) problem. The paper revises several approaches to solve different for-
mulations of the blind source separation problem and also suggests the use of alterna-
tive time-frequency transforms such as the discrete wavelet transform (DWT) and the
Stockwell transform (ST). The second paper, by Gerard Chollet, Kevin McTait, and
Dijana Petrovska-Delacretaz, reviews experiments exploiting the automatic language
independent speech processing (ALISP) approach to the development of speech pro-
cessing applications driven by data, and how this strategy could be particularly useful
for low-rate speech coding, recognition, translation and speaker verification.

The third and the fifth papers, by Peter Murphy and Olatunji Akande, and Yannis
Stylianou, respectively, describe time-domain and frequency-domain techniques to es-
timate the harmonic-to-noise ratio as an indicator of the aperiodicity of a voice signal.
New algorithms are proposed and applications to continuous speech recognition are
also envisaged.

The fourth paper, on a predictive connectionist approach to speech recognition, by
Bojan Petek, describes a context-dependent hidden control neural network (HCNN)
architecture for large-vocabulary continuous-speech recognition. The basic building el-
ement of the proposed architecture, the context-dependent HCNN model, is a connec-
tionist network trained to capture the dynamics of speech sub-word units. The HCNN
model belongs to a family of Hidden Markov model/multi-layer perceptron (HMM/
MLP) hybrids, usually referred to as predictive neural networks.

Algorithms and Models Based on Speech Perception Mechanisms includes three pa-
pers. The first, by Anna Esposito and Guido Aversano, discusses speech segmentation
methods that do not use linguistic information and proposes a new segmentation al-
gorithm based on perceptually processed speech features. A performance study is also
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reported through performance comparisons with standard speech segmentation meth-
ods such as temporal decomposition, Kullback—Leibler distances, and spectral variation
functions.

The second paper, by Amir Hussain, Tariq Durrani, John Soraghan, Ali Aikulaibi,
and Nhamo Mterwa, reports on nonlinear adaptive speech enhancement schemes in-
spired by features of early auditory processing, which allows for the manipulation of
several factors that may influence the intelligibility and perceived quality of the pro-
cessed speech. In this context it is shown that stochastic resonance might be a general
strategy employed by the central nervous system for the improved detection of weak
signals and that the effects of stochastic resonance in sensory processing might extend
past an improvement in signal detection.

The last paper, by Jean Rouat, Ramin Pichevar, and Stéphanie Loiselle, presents
potential solutions to the problem of sound separation based on computational auditory
scene analysis (CASA), by using nonlinear speech processing and spiking neural Net-
works. The paper also introduces the reader to the potential use of spiking neurons in
signal and spatiotemporal processing.

Task Oriented Speech Applications includes the papers of 15 contributors which pro-
pose original and seminal works on speech applications and suggest new principles by
means of which task oriented applications may be successful.

The editors would like to thank first of all the COST European Cooperation in the
field of Scientific and Technical Research, the oldest and most widely used system for
research networking in Europe. COST provided full financial support for a significant
number of attendants plus some financial contributions for two outstanding speakers
(Simon Haykin and José Principe), for which we are very grateful. COST 277 set up
the first summer school on the a COST framework in the last 33 years. Thus, this
work can be considered historic, and we hope to repeat this successful event in the
near future. COST is based on an inter-governmental framework for cooperation re-
search agreed following a ministerial conference in 1971. The mission of COST is to
strengthen Europe in scientific and technical research through the support of European
cooperation and interaction between European researchers. Its aims are to strengthen
noncompetitive and prenormative research in order to maximize European synergy and
added value.

The keynote presentations reported in this book are mostly from speakers who are
part of the Management Committee of COST Action 277, “Nonlinear Speech Process-
ing,” which has acted as a catalyst for research on nonlinear speech processing since
June 2001.

The editors are extremely grateful to the International Society of Phonetic Sciences
(ISPHS), and in particular Prof. Ruth Bahr, the International Institute for Advanced
Scientific Studies “E.R. Caianiello,” the Universita di Salerno, Dipartimento di Fisica,
the Seconda Universita di Napoli, in particular the Dean of the Facolta di Psicologia,
Prof. Maria Sbandi, the Regione Campania, and the Provincia di Salerno for their sup-
port in sponsoring, financing, and organizing the school. Special thanks are due to Tina
Nappi and Michele Donnarumma for their editorial and technical support, and to Guido
Aversano, Marinella Arnone, Antonietta M. Esposito, Antonio Natale, Luca Pugliese,
and Silvia Scarpetta for their help in the local organization of the school.
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In addition, the editors are grateful to the contributors of this volume and the keynote
speakers whose work stimulated an extremely interesting interaction with the attendees,
who in turn shall not be forgotten — they are highly motivated and bright.

This book is dedicated to those who recognize the nonsense of wars, and to chil-
dren’s curiosity. Both are needed to motivate our research.

September 2004 Gerard Chollet
Anna Esposito

Marcos Faundez-Zanuy

Maria Marinaro
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Abstract. Speech is exceedingly nonlinear. Efforts to propose non-linear mod-
els of its dynamics are worth to be made but difficult to implement since
nonlinearity is not easily handled from an engineering and mathematical point
of view. This paper is an attempt to make accessible to untrained people the no-
tion of nonlinearity in speech, revising several nonlinear speech phenomena
and the engineering endeavour for modeling them.

1 Introduction

Understanding speech is basic for facing a very broad class of challenging problems
including language acquisition, speech disorders, and speech communication tech-
nologies. Verbal communication appears to be the most common, or at the least, the
easiest method for conveying information and meanings among humans. Successful
verbal communication is possible only if the addresser and the addressee use the same
language but more importantly are provided with the same language building blocks
which are constituted by the phonemes (or speech sounds), the lexicon (words), and
the syntax (the rules for linking words together).

The implementation of the communication process requires a set of steps that
could be summarized as follow:

1. A communicative intention of the addresser;

2. A code that assembles the communicative intention into words (the language);

3. A motor program that controls the movements of speech articulators and allows
the transformation of air that emerges from the lungs into speech sounds (the
code) through the appropriate configuration assumed by the vocal tract;

4. A physical channel (the air medium that conveys the produced sound to the ad-
dressee);

5. A transducer (the auditory apparatus) that converts the produced sound into the
firing of the auditory neurons;

6. The addressee’s understanding of the message.

The communication process could be exemplified through the Stimulus-Response
model of behavioural psychology [44]. In this model there is a sender that encodes
the communicative intention into a message. The message is sent out through a chan-
nel. A receiver is supposed to receive, decode, and provide feedback to the transmit-
ted message. The communication will be considered successful if it results in a trans-
fer of meaning.

G. Chollet et al. (Eds.): Nonlinear Speech Modeling, LNAI 3445, pp. 1-14, 2005.
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2 Anna Esposito and Maria Marinaro

The most influential schema of such a model, was proposed by Shannon and
Weaver [75] and is reported in Figure 1.

Message Signal Si :;'e* Message
Sender j—o» Coder — Channel l——s Decoder §——» Receiver

T

Noise

Fig. 1. An exemplification of the transmission model proposed by Shannon and Weaver [75]

The above model has several limitations, among those the most significant are: 1)
it does not account for the effectiveness of the interaction between the sender and the
receiver, since it assumes that communication is implemented by just carefully pack-
aging the message to be transmitted; 2) feedback is not taken into account since it is
problematic to implement it. However, some blocks in the above schema and in par-
ticular the sender, the channel and the receiver could be interpreted as an oversimpli-
fied description of the speech production system, the speech signal, and the speech
perception system respectively. Each block has several nonlinear features and in the
following sections we shall highlight some of them, in the attempt to clarify the no-
tion of speech nonlinearities.

2 Nonlinearities in Speech Production

Speaking is a motor ability that consists of controlled and coordinated movements,
performed primarily by the organs of the vocal tract (glottis, velum, tongue, lips)
acting on the air in the respiratory passages (trachea, larynx, pharynx, mouth, nose) to
produce speech sounds. The vocal organs generate a local disturbance of the air mole-
cule at several positions in the vocal tract creating the sources for speech sound gen-
eration. The most common speech sources are: 1) the quasi-periodic vibration of the
vocal cords — voiced source; 2) the turbulent noise generated by the passage the air
through a quasi-narrow constriction (generally shaped by the tongue) in the oral
cavity — turbulent source; 3) the plosive noise that follows the release of air com-
pressed behind a complete obstruction of the oral cavity — transient source. However,
the complex structure of speech sounds is not only due to the source generation fea-
tures, but primarily to the response characteristics of the vocal tract that depends on
the vocal tract configuration. The vocal tract configuration changes according to the
motion of the vocal organs which modify its length, cross-sectional areas and re-
sponse characteristics. The structure of speech sounds is generated by the combined
effect of sound sources and vocal tract characteristics.

In absence of sounds, the vocal tract could be modeled as a single tube and the air
molecules in it can be thought as a linear oscillator which responds to a disturbance
with small displacements from the rest position. The conditions are extremely more
complex when speech sounds are produced, since the motion of the vocal organs
changes the vocal tract shape. A coarse model of the vocal tract in these conditions is
a set of overlapping tubes of different lengths and cross-sectional areas. Due to its
length and section area, each tube is subject to a different air pressure, which in turn,
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generates different forces acting on the air molecules, causing their very complicated
motion. In this case, a linear description fails to describe this complex dynamics and a
non-linear approach should be used. However, nonlinearities introduce uncertainty
and multiple solutions to several speech problems. As an example, let us report the
problem known as the “acoustic-to-articulatory mapping”. It consists in identifying,
for a chosen vocal tract model constituted by a set of overlapping tubes, a set of pa-
rameters so that the resonances of the model correspond to the formants observed in a
given produced speech sound. As is has been observed in [69], distinct vocal tract
shapes can produce the same set of formant frequencies and therefore, a given set of
formant values cannot univocally identify the vocal tract shape that has generated
them (inverse problem). There are infinite solutions for the inverse problem. Even
when functional constraints are imposed (such as minimal deformation, or minimal
deformation rate of the vocal tract about a reference shape, or minimal deformation
jerk) the inverse mapping does not fix the model, i.e., the real vocal tract shape that
has produced that sound. To highlight the problems involved in the implementation
of the acoustic-to-articulatory mapping, Schoentgen [69] reports a series of experi-
ments where formant frequencies measured from sustained American English sounds
are used to identify the corresponding vocal tract shapes. This is done taking three
aspects into account: a) the accuracy of the vocal tract shapes estimate via formant-to-
area mapping in comparison to the real vocal shapes; b) the underlying vocal tract
models used; c) the numerical stability. Results shown that a good approximation is
guaranteed only for speech sounds that are produced with a simple vocal tract con-
figuration “single cavity, single constriction, convex tongue, as well as constrained in
the laryngo-pharynx, and, possibly, at the lips” [69]; models based on a small number
of conical tubelets with continuously varying cross area sections are preferred to
exponential tubelets and cylindrical tubelets; the convergence to the desired format
frequency values could be obtained with a precision greater than 1 Hz, even though
the estimated vocal tract shapes could quantitatively and qualitatively differ from
those built via the observed formant frequencies.

Another open problem is in the approximation of the glottal cycle waveform, i.e.
the shape of the airflow produced at the glottis, before the signal is modified by the
effects of the vocal tract configuration. The glottal waveform plays an important role
in determining voice quality, which is defined as: “the characteristic auditory color-
ing of an individual's voice, derived from a variety of laryngeal and supralaryngeal
features and running continuously through the individual's speech” [82]. An effective
speech synthesizer should be able to adequately control the voice quality such that the
synthesized speech sounds have a natural and distinctive tone. Several attempts have
been made to model the glottal cycle waveform with the aim to identify the features
of the glottal wave in accord to varying voice quality, and a “conceptual framework”
of this research field is discussed in depth in this volume by Keller [40]. The most
direct and automatic method, that does not involves invasive measurements is the
inverse filtering technique [60], [61], that requires the recording (through a mask) of
the glottal airflow at the mouth and its processing with a filtering system that sepa-
rates the vocal tract characteristics from those of the glottal source. However, due to
of the nonlinearities inside the transfer function of the vocal tract, this separation is
not straightforward and the resulting glottal waveform models cannot account for
several voice quality features. Nonlinearities are due to several factors, among these



