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Preface

Modern organizations across many sectors rely increasingly on computerized information pro-
cesses and infrastructures. This is particularly true for high-tech and knowledge sectors such as
finance, communication, engineering, manufacturing, government, education, medicine, sci-
ence and technology. As the underlying information systems evolve and become progressively
more sophisticated, their users and managers are facing an exponentially growing volume of
increasingly complex data, information, and knowledge. Exploring, analyzing and interpret-
ing this information is a challenging task. Besides traditional statistics-based methods, dara
mining is quickly becoming a key technology in addressing the data analysis and interpretation
tasks.

Data mining can be viewed as the formulation, analysis, and implementation of an induc-
tion process (proceeding from specific data to general patterns) that facilitates the nontrivial
extraction of implicit, previously unknown, and potentially useful information from data. Data
mining ranges from highly theoretical mathematical work in areas such as statistics, machine
learning, knowledge representation and algorithms to systems solutions for problems like fraud
detection, modeling of cancer and other complex diseases, network intrusion, information re-
trieval on the Web and monitoring of grid systems. Data mining techniques are increasingly
employed in traditional scientific discovery disciplines, such as biological, medical, biomedi-
cal, chemical, physical and social sciences, and a variety of other knowledge industries, such as
governments, education, high-tech engineering and process automation. Thus, data mining is
playing a highly important role in structuring and shaping future knowledge-based industries
and businesses. Effective and efficient management and use of stored data, and in particular the
computer-assisted transformation of these data into information and knowledge, is considered
a key factor for success.

While the need for sophisticated data mining solutions is growing quickly, ithas been realized
that conventional data and computer systems and infrastructures are often too limited to meet the
requirements of modern data mining applications. Very large data volumes require significant
processing power and data throughput. Dedicated and specialized hardware and software are
usually tied to particular geographic locations or sites and therefore require the data and data
mining tools and programs to be translocated in a flexible, seamless and efficient fashion.
Commonly, people and organizations working simultaneously on a large-scale problem tend
to reside at geographically dispersed sites, necessitating sophisticated distributed data mining
tools and infrastructures. The requirements arising from such large-scale, distributed data
mining scenarios are extremely demanding and it is unlikely that a single “killer solution”
will emerge that satisfies them all. There is a way forward, though. Two recently emerging
computer technologies promise to play a major role in the evolution of future, advanced data
mining applications: grid computing and Web services.
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Grid refers to persistent computing environments that enable software applications to in-
tegrate processors, storage, networks, instruments, applications and other resources that are
managed by diverse organizations in dispersed locations. Web services are broadly regarded
as self-contained, self-describing, modular applications that can be published, located, and
invoked across the Internet. Recent developments are designed to bring about a convergence
of grid and Web services technology (e.g. service-oriented architectures, WSRF). Grid com-
puting and Web services and their future incarnations have a great potential for becoming a
fundamental pillar of advanced data mining solutions in science and technology. This volume
investigates data mining in the context of grid computing and, to some extent, Web services.
In particular, this book presents a detailed account of what motivates the grid-enabling of data
mining applications and what is required to develop and deploy such applications. By convey-
ing the experience and lessons learned from the synergy of data mining and grid computing,
we believe that similar future efforts could benefit in multiple ways, not least by being able
to identify and avoid potential pitfalls and caveats involved in developing and deploying data
mining solutions for the grid. We further hope that this volume will foster the understanding
and use of grid-enabled data mining technology and that it will help standardization efforts in
this field.

The approach taken in this book is conceptual and practical in nature. This means that
the presented technologies and methods are described in a largely non-mathematical way,
emphasizing data mining tasks, user and system requirements, information processing, IT and
system architecture elements. In doing so, we avoid requiring the reader to possess detailed
knowledge of advanced data mining theory and mathematics. Importantly, the merits and
limitations of the presented technologies and methods are discussed on the basis of real-world
case studies.

Our goal in developing this book is to address complex issues arising from grid-enabling
data mining applications in different domains, by providing what is simultaneously a design
blueprint, user guide, and research agenda for current and future developments in the field.

As design blueprint, the book is intended for the practicing professional (analyst, researcher,
developer, senior executive) tasked with (a) the analysis and interpretation of large volumes
of data requiring the sharing of resources, (b) the grid-enabling of existing data mining appli-
cations, and (c) the development and deployment of generic and novel enabling technology in
the context of grid computing, Web services and data mining.

As a user guide, the book seeks to address the requirements of scientists and researchers to
gain a basic understanding of existing concepts, methodologies and systems, combining data
mining and modern distributed computing technology. To assist such users, the key concepts
and assumptions of the various techniques, their conceptual and computational merits and
limitations are explained, and guidelines for choosing the most appropriate technologies are
provided.

As a research agenda, this volume is intended for students, educators, scientists and re-
search managers seeking to understand the state of the art of data mining in grid computing
environments and to identify the areas in which gaps in our knowledge demand further research
and development. To this end, our aim is to maintain readability and accessibility throughout
the chapters, rather than compiling a mere reference manual. Therefore, considerable effort is
made to ensure that the presented material is supplemented by rich literature cross-references
to more foundational work and ongoing developments.

Clearly, we cannot expect to do full justice to all three goals in a single book. However, we
do believe that this book has the potential to go a long way in fostering the understanding,
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development and deployment of data mining solutions in grid computing and Web services
environments. Thus, we hope this volume will contribute to increased communication and
collaboration across various data mining and IT disciplines and will help facilitate a consistent
approach to data mining in distributed computing environments in the future.
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