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PREFACE

By contrast with other modelling methods, simulation is said
to give expensive results. For the time being, this reservation
is Jjustified, but 1improved hardware and software are reducing
many costs. We thus assume that the advantages of simulation will
stand out more and more and its range of application broaden.

The costs of simulation fall into three categories:

¥ long run times,
¥ high memory demand, and
¥ large development costs.

It is already certain that emerging technology will drastical-
ly trim the costs of computing power and memory capacity. Long
run times and high memory demand will no longer bar simulation.
Development costs will, on the contrary, probably rise.

One way to cut development costs is to develop a simulator
composed of immediately usable, tested modules. Then, to build a
model, the user need only set the finished modules together. Ex-
pcrience shows that such a simulator reduces costs significantly,
provided: 1) the number of modules is not too large and 2) they
are designed to correspond to all possibly occurring elements and
functions of the system being modelled. GPSS-F was designed to
satisfy both criteria.

The GPSS-F simulator is a Fortran program-package. It consists
of a chassis, the main program, into which calls to the modules,
GPSS-F s subroutines, are inserted. Its construction makes it su-
perior in several respects to its grandparent, GPSS (1):

¥ GPSS-F can be run on any computer with a Fortran compiler. All
simulation models are virtually machine-independent.The package
is already in use on a wide variety of machines, including 1IBM
360 s and 370 s, Cyber-series machines and PDP machines.

¥ Any Fortran programmer can change, extend or improve the simu-
lator easily himself. He can tailor GPSS-F to suit his fancy, or
even add new language-features required by his problem.

A beginner <can learn the wuse of GPSS-F by either of two
methods. The steam-roller method would be to read chapters 1 and
2, section 4.1 and chapters 7 and 9, ignoring under way any men-
tion of preemption, multifacilities, storages and families.

The butterfly method browses through chapter 1 reading 1.6
carefully, then jumps to <chapter 11, where it finds example
models, each supplied with reading suggestions. Then it flits
from examples to readings, progressing through the seven models
from the simple to the ever more complex. The frequent cross-re-
ferences in the text are navigation-aids for the butterfliers.

Despite the differences, GPSS and GPSS-F are close relatives.
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They resemble one another especially in their names: GPSS-F’s and
GPSS’s stations are named alike and GPSS-F’s subroutines are
often named after GPSS’s blocks. But the younger program has fea-
tures beyond older one’s. The following points summarize its nov-
elties:

¥ Events’
Events are now as easy to handle as transactions, where GPSS res-
tricted itself to transactions.

¥ Transaction-locking

In both simulators, transactions can wait at any point they
choose, until the system’s state satisfies certain conditions. In
GPSS-F the user can test the system’s state whenever he wants, to
see whether a waiting transaction can now proceed. TIn GPSS, on
the other hand, only the simulator’s flow management can test the
wait conditions; they are outside the user’s reach.

¥ Queue-processing
Each queue can be administered by its own policy. Furthermore,
the transactions’” priorities can be be assigned dynamically, as
well as statically.

*¥ Setup time at preemption

Tt is now possible to take into account the setup time 1lost in
any preemption. A model that ignores that time yields false re-
sults, if the setup is not short by comparison with the service.

* Multifacilities

A multifacility is a new type of station. It consists of several
ordinary facilities operating in parallel that take transactions
from a common queue.

¥ Addressible storages
A transaction can acquire and free specific locations; the simu-
lator keeps track of each location’s contents.

Coordinating transactions
model can coordinate its transactions’ movements more easily.
n particular, user chains are more broadly applicable.
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1 MODETLLTING A SYSTEM

Models simulate systems. More precisely, a simulation studies
a system’s behaviour over some period by constructing a second
system, with the same structure as the original, but easier to
work with. The second system is called a model.

1.1 Systems

A system is a set of elements in some way related to one an-
other. At any instant, it is in some particular state determined
by the elements” states and relationships. The system’s state
changes when an element’s state or its relation to other elements
changes. .

1.1.1 Examples

*¥ The planetary system:

Each planet has some set of private parameters, which describe
its state. These could include its diameter, geological struc-
ture, surface temperature, mass and period of rotation.

But the system’s momentary state depends not only on the plan-
ets” own states, it depends on planetary relationships as well.
Those relational parameters would include the Dbodies” relative
positions and velocities. If we assume that the planets’ own
states don’t change during our observation, the system’s state
can change only in its relational parameters.

¥ A computer installation:

Complex systems usually have elements of various types. If a
computer installation is regarded as a system, its elements can
be classified as processors, memories, peripherals and jobs.

As before, the system’s parameters are both private and rela-
tional: private parameters characterize its elements; relational
parameters, the relations and dependencies between them. The re-
lational parameters specify, among other things, which job runs
on which processor or which peripherals a job is using. A state
change occurs when a parameter’s value changes. A relational pa-
rameter could change 1in that the resources allocated to a job
change; a private parameter couid change in that a job s residual
running time or priority changes.

1.1.2 Types of Systems

Systems theory classifies systems with a terminology that im-
poses rough order on the clutter of possibilities.

*¥ Static and dynamic systems:

Static systems are not subject to change. A beam ballance 1in
mechanical equilibrium is a static system, provided it is not

1



disturbed. Systems whose state can change are dynamic.

¥ Deterministic and Stochastic Systems:

Dynamic systems are divided into two further classes. A system
is deterministic, when for each system state, the subsequent sys-
tem state is uniquely determined. If various states can follow,
the system is stochastic. In plain English, chance is a part of
the system. A radioactive nucleus is a stochastic system, since
it emits nucleoids at random. “At random’ means that no given
state leads, without fail, to radioactive decay.

¥ Continuous and discrete systems:

If state changes are continuous functions of time, as they
are, say, 1in the planetary system, the system is continuous. A
lake with streams feeding and draining it is also a continuous
system. So is a spring-driven pendulum. If states change abrubtly
and at intervals, the system is discrete. Two examples of dis-
crete state changes are: a computer job frees one system resource
and acquires another; the ballance in an account is increased by
the amount of a deposit.

1.1.3 Transaction-oriented and Event-oriented Systems

Among the discrete systems, we distinguish the transaction-
oriented from the event-oriented. Many systems can be thought of
as built from mobile and stationary system elements. The mobile
elements wander between the stationary ones, altering them and
being altered. The mobile elements are called transactions; the
stationary elements, stations. Systems so constituted are trans-
action-oriented.

Examples:

¥ Computer installation

The stations are the system’s resources, such as processors,
working storage and peripheral devices. The transactions are jobs
or tasks brought into the system; they travel from station to
station and they acquire, free and queue up in front of stations.

¥ Warehouse

A warehouse consists of a great many racks in which wares are
kept. The racks count as stations and the wares as transactions.
Wares arrive at the warehouse, are filed according to muster and
remain stored a while. Finally, upon receipt of an order, they
are removed from the racks and forwarded.

¥ Street intersection

The cars are transactions whose essential characteristic 1is
direction-of-travel. A traffic light coordinates their movement:
travel is barred where the light is red. The cars form queues at
the light until it changes; then they travel on.

When a model mimics one of those systems, it is irrelevant
whether its transactions represent jobs in a computer, packages
in a warehouse or cars at a traffic light. The essential similar-



ity is, they are all mobile system components. A model’s stations
are just as flexible. They are equally adept at representing any-
thing stationary, whether computer processor, warehouse rack, or
traffic light.

In transaction-oriented systems, all state changes originate
in the transaction’s movements. An event-orientation doesn’t di-
vide the world so sharply into things that move and things that
stay put. Instead, it sees systems as composed of elements that
may or may not be stationary, but whose interplay entitles them
in any case to full-fledged systemhood. The elements undergo
state changes, called events, whose origin need not have anything
to do with others of the system’s elements. Obviously, a complex
system may be thought of as part transaction-oriented, part
event-oriented.

Examples:

¥ An exchange of letters

Your grandmother remembered to send you a birthday card. Since
grandmothers remember such things quite on their own, they are
genuine event-makers; their memories are not jogged by the move-
ment of anything else on earth. If you wrote a pleasant reply,
your activity is transaction-oriented, since it was occasioned by
the birthday card’s arrival.

¥ Traffic light

If we view the traffic light as a subsystem within the larger
system sketched above, we could see it as event-oriented. Irre-
spective of traffic movements, it changes from red to green and

back again.

1.2 Models

Even under the best of circumstances, it may be impossible to
study a system directly. In systems planning, for example, the
system doesn’t yet exist. Or a system may be inaccessible, or its
investigation dangerous or costly. Often, the system can’t be
studied because it changes too quickly or too slowly. So the
study 1is carried out on a second system, built for the occasion.
Of two systems structured alike, with respect to the values to be
studied, the one used to investigate the other is called a model.

1.2.1 Similar Structures

An example should make clear what it means to say that two
systems have a common structure:

¥ A mechanical system

A mass M is suspended from a rigid wall by a spring with elas-
tic constant K and shock absorber with damping factor D. (Fig. 1)
If a time-dependent force F(t) acts on the mass, the equation of
motion of its center of gravity is:



