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Preface

Purpose

This book is intended for an upper-division or graduate course in algorithms. It has suffi-
cient material to allow several choices of topics.

The purpose of the book is threefold. It is intended to teach algorithms for solving
real problems that arise frequently in computer applications, to teach basic principles and
techniques of computational complexity (worst-case and average behavior, space usage,
and lower bounds on the complexity of a problem), and to introduce the areas of NP-
completeness and parallel algorithms.

Another of the book’s aims, which is at least as important as teaching the subject
matter, is to develop in the reader the habit of always responding to a new algorithm with
the questions: How good is it? Is there a better way? Therefore, instead of presenting a
series of complete, “pulled-out-of-a-hat” algorithms with analysis, the text often discusses
a problem first, considers one or more approaches to solving it (as a reader who sees the
problem for the first time might), and then begins to develop an algorithm, analyzes it, and
modifies or rejects it until a satisfactory result is produced. (Alternative approaches that are
ultimately rejected are also considered in the exercises,; it is useful for the reader to know
why they were rejected.)

Questions such as: How can this be done more efficiently? What data structure would
be useful here? Which operations should we focus on to analyze this algorithm? How
must this variable (or data structure) be initialized? appear frequently throughout the text.
Answers generally follow the questions, but we suggest readers pause before reading the
ensuing text and think up their own answers. Learning is not a passive process.

We hope readers will also learn to be aware of how an algorithm actually behaves
on various inputs—that is, Which branches are followed? What is the pattern of growth
and shrinkage of stacks? How does presenting the input in different ways (e.g., listing the
vertices or edges of a graph in a different order) affect the behavior? Such questions are
raised in some of the exercises, but are not emphasized in the text because they require
carefully going through the details of many examples.

Most of the algorithms presented are of practical use; we have chosen not to empha-
size those with good asymptotic behavior that are poor for inputs of useful sizes (though
some important ones are included). Specific algorithms were chosen for a variety of reasons



viii

Preface

including the importance of the problem, illustrating analysis techniques, illustrating tech-
niques (e.g., depth-first search) that give rise to numerous algorithms, and illustrating the
development and improvement of techniques and algorithms (e.g., Union-Find programs).

Prerequisites

The book assumes familiarity with data structures such as linked lists, stacks, and trees,
and prior exposure to recursion. However, we include a review, with specifications, for the
standard data structures and some specialized ones. We have also added a student-friendly
review of recursion. '

Analysis of algorithms uses simple properties of logarithms and some calculus (dif-
ferentiation to determine the asymptotic order of a function and integration to approximate
summations), though virtually no calculus is used beyond Chapter 4. We find many stu-
dents intimidated when they see the first log or integral sign because a year or more has
passed since they had a calculus course. Readers will need only a few properties of logs
and a few integrals from first-semester calculus. Section 1.3 reviews some of the necessary
mathematics, and Section 1.5.4 provides a practical guide.

Algorithm Design Techniques

Several important algorithm design techniques reappear in many algorithms. These in-
clude divide-and-conquer, greedy methods, depth-first search (for graphs), and dynamic
programming. This edition puts more emphasis on algorithm design techniques than did
the second edition. Dynamic programming, as before, has its own chapter and depth-first
search is presented with many applications in the chapter on graph traversals (Chapter 7).
Most chapters are organized by application area, rather than by design technique, so we
provide here a list of places where you will find algorithms using divide-and-conquer and
greedy techniques. ;

The divide-and-conquer technique is described in Section 4.3. It is used in Binary
Search (Section 1.6), most sorting methods (Chapter 4), median finding and the general
selection problem (Section 5.4), binary search trees (Section 6.4), polynomial evaluation
(Section 12.2), matrix multiplication (Section 12.3), the Fast Fourier Transform (Sec-
tion 12.4), approximate graph coloring (Section 13.7), and, in a slightly different form,
for parallel computation in Section 14.5.

Greedy algorithms are used for finding minimum spanning trees and shortest paths in
Chapter 8, and for various approximation algorithms for NP-hard optimization problems,

such as bin packing, knapsack, graph coloring, and traveling salesperson (Sections 13.4
through 13.8).

Changes from the Second Edition

This edition has three new chapters and many new topics. Throughout the book, numerous
sections have been extensively rewritten. A few topics from the second edition have been
moved to different chapters where we think they fit better. We added more than 100 new

exercises, many bibliographic entries, and an appendix with Java examples. Chapters 2, 3,
and 6 are virtually all new.
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Chapter 2 reviews abstract data types (ADTs) and includes specifications for several
standard ADTs. The role of abstract data types in algorithm design is emphasized through-
out the book.

Chapter 3 reviews recursion and induction, emphasizing the connection between the
two and their usefulness in designing and proving correctness of programs. The chapter
also develops recursion trees, which provide a visual and intuitive representation of recur-
rence equations that arise in the analysis of recursive algorithms. Solutions for commonly
occurring patterns are summarized so they are available for use in later chapters.

Chapter 6 covers hashing, red-black trees for balanced binary trees, advanced priority
queues, and dynamic equivalence relations (Union-Find). The latter topic was moved from
a different chapter in the second edition. '

We rewrote all algorithms in a Java-based pseudocode. Familiarity with Java is not
required; the algorithms can be read easily by anyone familiar with C or C++. Chapter 1|
has an introduction to the Java-based pseudocode.

We significantly expanded the section on mathematical tools for algorithm analysis in
Chapter 1 to provide a better review and reference for some of the mathematics used in the
book. The discussion of the asymptotic order of functions in Section 1.5 was designed
to help students gain a better mastery of the concepts and techniques for dealing with
asymptotic order. We added rules, in informal language, that summarize the most common
cases (Section 1.5.4).

Chapter 4 contains an accelerated version of Heapsort in which the number of key
comparisons is cut nearly in half. For Quicksort, we use the Hoare partition algorithm in
the main text. Lomuto’s method is introduced in an exercise. (This is reversed from the
second edition.)

We split the old graph chapter into two chapters, and changed the order of some
topics. Chapter 7 concentrates on (linear time) traversal algorithms. The presentation of
depth-first search has been thoroughly revised to emphasize the general structure of the
technique and show more applications. We added topological sorting and critical path
analysis as applications and because of their intrinsic value and their connection to dynamic
programming. Sharir’s algorithm, rather than Tarjan’s, is presented for strongly connected
components.

Chapter 8 covers greedy algorithms for graph problems. The presentations of the Prim
algorithm for minimum spanning trees and the Dijkstra algorithm for shortest paths were
rewritten to emphasize the roles of priority queues and to illustrate how the use of abstract
data types can lead the designer to efficient implementations. The asymptotically optimal
®@(m + nlog n) implementation is mentioned, but is not covered in depth. We moved
Kruskal’s algorithm for minimum spanning trees to this chapter.

The presentation of dynamic programming (Chapter 10) was substantially revised to
emphasize a general approach to finding dynamic programming solutions. We added a
new application, a text-formatting problem, to reinforce the point that not all applications
call for a two-dimensional array. We moved the approximate string matching application
(which was in this chapter in the second edition) to the string matching chapter (Sec-
tion 11.5). The exercises include some other new applications.
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Our teaching experience has pinpointed particular areas where students had difficulties
with concepts related to P and NP (Chapter 13), particularly nondeterministic algorithms
and polynomial transformations. We rewrote some definitions and examples to make the
concepts clearer. We added a short section on approximation algorithms for the traveling
salesperson problem and a section on DNA computing.

Instructors who used the second edition may particularly want to note that we changed
some conventions and terminology (usually to conform to common usage). Array indexes
now often begin at O instead of 1. (In some cases, where numbering from 1 was clearer,
we left it that way.) We now use the term deprh rather than level for the depth of a node
in a tree. We use height instead of depth for the maximum depth of any node in a tree. In
the second edition, a path in a graph was defined to be what is commonly called a simple
path; we use the more general definition for parh in this edition and define simple path
separately. A directed graph may now contain a self-edge.

Exercises and Programs

Some exercises are somewhat open-ended. For example, one might ask for a good lower
bound for the complexity of a problem, rather than asking students to show that a given
function is a lower bound. We did this for two reasons. One is to make the form of the
question more realistic; a solution must be discovered as well as verified. The other is that
it may be hard for some students to prove the best known lower bound (or find the most
efficient algorithm for a problem), but there is still a range of solutions they can offer to
show their mastery of the techniques studied.

Some topics and interesting problems are introduced only in exercises. For example,
the maximum independent set problem for a tree is an exercise in Chapter 3, the maximum
subsequence sum problem is an exercise in Chapter 4, and the sink finding problem for
a graph is an exercise in Chapter 7. Several NP-complete problems are introduced in
exercises in Chapter 13.

The abilities, background, and mathematical sophistication of students at different uni-
versities vary considerably, making it difficult to decide exactly which exercises should be
marked (“starred”) as “hard.” We starred exercises that use more than minimal mathemat-
ics, require substantial creativity, or require a long chain of reasoning. A few exercises have
two stars. Some starred exercises have hints.

The algorithms presented in this book are not programs; that is, many details not
important to the method or the analysis are omitted. Of course, students should know how
to implement efficient algorithms in efficient, debugged programs. Many instructors may
teach this course as a pure “theory” course without programming. For those who want to
assign programming projects, most chapters include a list of programming assignments.
These are brief suggestions that may need amplification by instructors who choose to use
them.

Selecting Topics for Your Course

Clearly the amount of material and the particular selection of topics to cover depend on the
particular course and student population. We present sample outlines for two undergraduate
courses and one graduate course.
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This outline corresponds approximately to the senior-level course Sara Baase teaches
at San Diego State University in a 15-week semester with 3 hours per week of lecture.

Chapter 1: The whole chapter is assigned as reading but I concentrate on Sections 1.4
and 1.5 in class.

Chapter 2: Sections 2.1 through 2.4 assigned as reading.

Chapter 3: Sections 3.1 through 3.4, 3.6, and 3.7 assigned as reading with light cover-
age in class.

Chapter 4: Sections 4.1 through 4.9.

Chapter 5: Sections 5.1 through 5.2, 5.6, and some of 5.4.
Chapter 7: Sections 7.1 through 7.4 and cither 7.5 or 7.6 and 7.7.
Chapter 8: Sections 8.1 through 8.3 and brief mention of 8.4.
Chapter 11: Sections 11.1 through 11.4,

Chapter 13: Sections 13.1 through 13.5, 13.8, and 13.9.

The next outline is the junior-level course Allen Van Gelder teaches at the University
of California, Santa Cruz, in a 10-week quarter with 3.5 hours per week of lecture,

Chapter 1: Sections 1.3 and 1.5, and remaining sections as reading.
Chapter 2: Sections 2.1 through 2.3, and remaining sections as reading.
Chapter 3: All sections are touched on; a lot is left for reading.

Chapter 4: Sections 4.1 through 4.9.

Chapter 5: Possibly Section 5.4, the average linear time algorithm only.
Chapter 6: Sections 6.4 through 6.6.

Chapter 7: Sections 7.1 through 7.6.

Chapter 8: The entire chapter.

Chapter 9: Sections 9.1 through 9.4.

Chapter 10: Possibly Sections 10.1 through 10.3, but usually no time.

For the first-year graduate course at the University of California, Santa Cruz (also 10

weeks, 3.5 hours of lecture), the above material is compressed and the following additional
topics are covered.

Chapter 5: The entire chapter.

Chapter 6: The remainder of the chapter, with emphasis on amortized analysis.
Chapter 10: The entire chapter.

Chapter 13: Sections 13.1 through 13.3, and possibly Section 13.9.

The primary dependencies among chapters are shown in the following diagram with
solid lines; some secondary dependencies are indicated with dashed lines. A secondary
dependency means that only a few topics in the earlier chapter are needed in the later

chapter, or that only the more advanced sections of the later chapter require the earlier
one.

xi
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While material in Chapters 2 and 6 is important to have seen, a lot of it might have
been covered in an earlier course. Some sections in Chapter 6 are important for the more
advanced parts of Chapter 8. ,

We like to remind readers of common themes or techniques, so we often refer back
to earlier sections; many of these references can be ignored if the earlier sections were not
covered. Several chapters have a section on lower bounds, which benefits from the ideas
and examples in Chapter 5, but the diagram does not show that dependency because many
instructors do not cover lower bounds.

We marked (“starred”) sections that contain more complicated mathematics or more
complex or sophisticated arguments than most others, but only where the material is not
central to the book. We also starred one or two sections that contain optional digressions.
We have not starred a few sections that we consider essential to a course for which the book
is used, even though they contain a lot of mathematics. For example, at least some of the
material in Section 1.5 on the asymptotic growth rate of functions and in Section 3.7 on
solutions of recurrence equations should be covered.
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