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PREFACE

This book started out as a revision of Distributed Operating Systems, but it
was soon apparent that so much had changed since 1995, that a mere revision
would not do the job. A whole new book was needed. Accordingly, this new book
has a new title: Distributed Systems: Principles and Paradigms. This change
reflects a shift in emphasis. While we still look at some operating systems issues,
the book now addresses distributed systems in a broader sense as well. For exam-
ple, the World Wide Web, which is arguably the biggest distributed system ever
built, was not even mentioned in the original book because it is not an operating
system. In this book it rates almost an entire chapter.

The book is structured in two parts: principles and paradigms. The first
chapter is a general introduction to the subject. Then come seven chapters on indi-
vidual principles we consider most important: communication, processes, naming,
synchronization, consistency and replication, fault tolerance, and security.

Actual distributed systems are usually organized around some paradigm, such
as “everything is a file.”” The next four chapters each deal with a different para-
digm and describe several key systems that use that paradgim. The paradigms
covered are object-based systems, distributed file systems, document-based sys-
tems, and coordination-based systems.

The last chapter contains an annotatéd bibliography, which can be used as a
starting point for additional study of this subject, and the list of works cited in this
book.

The book is intended for a senior-level or a graduate course in computer sci-
ence. Consequently, it has a website with PowerPoint sheets and the figures used

xvii
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in the book in various formats. The website can be located starting from
www.prenhall.com/tanenbaum and clicking on the title of this book. A manual
with solutions to the exercises is available to professors using the book in a
course. They should contact their Prentice Hall representative for a copy. Of
course, the book is also well-suited for individuals outside of a university setting
wishing to learn more about this important topic.

A number of people have contributed to this book in various ways. We would
especially like to thank Arno Bakker, Gerco Ballintijn, Brent Callaghan, Scott
Cannon, Sandra Cornelissen, Mike Dahlin, Mark Darbyshire, Guy Eddon, Amr el
Abbadi, Vincent Freeh, Chandana Gamage, Ben Gras, Bob Gray, Michael van
Hartskamp, Philip Homburg, Andrew Kitchen, Ladislav Kohout, Bob Kutter, Jus-
sipekka Leiwo, Leah McTaggert, Eli Messenger, Donald Miller, Shivakant
Mishra, Jim Mooney, Matt Mutka, Rob Pike, Krithi Ramamritham, Shmuel
Rotenstreich, Sol Shatz, Gurdip Singh, Aditya Shivram, Vladimir Sukonnik,
Boleslaw Szymanski, Laurent Therond, and Leendert van Doorn for reading parts
of the manuscript and offering useful comments.

Finally, we would like to thank our families. Suzanne has been through this
process an even dozen times now. Not once has she said: “Enough is enough”
although surely the thought has occurred to her. Thank you. Barbara and Marvin
now have a much better idea of what professors do for a living and know the
difference between a good textbook and a bad one. They are now an inspiration
to me to try to produce more good ones than bad ones (AST).

Mariélle knew what she was in for when I told her I was in the book-writing
business again. She has been supportive from the start, noticing also that there
was more fun and less frustration for me than the last time (“Are you writing
chapters only once this time?”). Having Elke on your lap at 6 o’clock in the
morning while writing is not such a good idea, but it kept me focussed on
correctly setting priorities. In that respect, Max did a wonderful job as well, but
being older than Elke, he also knew when it was better to play with someone else.
They are great kids (MvS).



A GUIDE TO USING THIS BOOK

We have been using the material from this book for a number of years pri-
marily for senior-level and graduate courses. However, it has also been used as
the basis for one and two-day seminars on distributed systems and middleware for
an audience consisting of (technical) ICT professionals. Below are some sugges-
tions about how it can be used based on our experience.

Senior and Graduate Courses

For senior and graduate courses the material can typically be covered in 12-15
weeks. We have noticed that for most students, distributed systems appear to con-
sist of a wealth of subjects that all seem to be tightly coupled to each other. The
current organization of the book by which we present the subjects in terms of dif-
ferent principles and teach each principle separately has greatly helped in keeping
students focused. The effect is that by the end of part one (Chaps. 1-8), before dis-
cussing paradigms, students already tend to have a fairly good impression of the
overall picture.

Nevertheless, the field of distributed systems covers many different subjects,
some of which are difficult to understand when studied for the first time. There-
fore, we strongly encourage students to study the appropriate chapters as the
course progresses. All sheets, which are available through the companion website
(www.prenhall.com/tanenbaum), are handed out in advance allowing students to
actively participate during class. This approach has been quite successful and is
highly appreciated by the students.

Xix



XX A GUIDE TO USING THIS BOOK

All the material can be covered in a 15-week course. Most of the time is
spent on teaching the principles of distributed systems, that is, the material
covered in the first eight chapters. When discussing paradigms, it is our experi-
ence that only the essentials need to be presented. Details of each case study are
more easily learned directly from the book than being taught during class. For
example, we devote only a single week to object-based systems, despite the fact
that there are approximately 80 pages devoted to these systems in the book.
Below is a proposed class schedule showing which topics to cover in lectures.

Week Topic Chapter | Lecture on
1 introduction 1 All
2 Communication 2 2.1-2.3
3 Communication 2 24-25
4 Processes 3 All
5 Naming 4 4142
6 Naming 4 4.3
6 Synchronization 5 5.1-5.2
7 Synchronization 5 5.3-5.6
8 Consistency and replication 6 6.1-6.4
9 Consistency and replication 6 6.5-6.6
9 Fault tolerance 7 7.1-7.3
10 Fault tolerance 7 7.4-76
11 Security 8 8.1-8.2
12 Security 8 8.3-8.7
13 Object-based systems 9 All
14 File systems 10 All
15 Document-based systems 11 All
15 Coordination-based systems 12 All

Not all material is taught during class; students are expected to study specific
parts by themselves, especially the details. When there are fewer than 15 weeks
available for teaching, we suggest skipping the paradigm chapters and letting
interested students read those on their own.

For junior-level courses, we recommend spreading the material over two
semesters and adding lab assignments. For example, the students could work on a
simple distributed system by asking them to modify components such that they
can tolerate faults, handle multicast RPCs, and so on.
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Professional Seminars for Industry

For one and two-day seminars we use the book as essential background
material. Nevertheless, it is possible to cover the entire book in two days, pro-
vided that all details are skipped and an emphasis is put only on the essentials of
distributed systems. In addition, to make the presentation more lively, it makes
sense to reorder the chapters. The purpose of this is to show early on how the
principles are used. Graduate students are used to getting 10 weeks of principles
before seeing how they can be applied (if at all), but professionals are better
motivated if they see how the principles are actually used. A tentative schedule
for a two-day course that is divided into logical units is shown below.

Day 1
Unit | Min. Topic Chap. Emphasis
1 90 Introduction 1 Client/server architecture
2 60 Communication 2 RPC/RMI and messaging
3 60 Coordination-based systems 12 Messaging issues
4 60 Processes 3 Mobile code & agents
5 30 Naming 4 Location tracking
6 90 Object-based systems 9 CORBA
Day 2
Unit | Min. Topic Chap. Emphasis
1 90 Consistency and replication 6 Models and protocols
2 60 | Document-based systems 11 Web caching/replication
3 60 Fault tolerance 7 Process groups and 2PC
4 90 | Security 8 Basic ideas
5 60 Distributed file systems 10 NFS v3 and v4
Individual Study

The book can also be successfully used for individual study. If enough time
and motivation is present, the reader is advised to go through the entire book
cover to cover.

If there is not enough time to go over all the material, we suggest to concen-
trate only on the most important topics. The following table lists the sections we
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believe cover the most important subjects relevant to distributed systems, along
with illustrative examples.

Eapter Topic Sections

1 Introduction 11,12,143,15
2 Communication 22,23,24
3 Processes 3.3,34,35
4 Naming 41,42
5 Synchronization 5.2,53,5.6
6 Consistency and replication 6.1,6.22,6.25,64,6.5
7 Fault tolerance 7.1,721,722,7.3,74.1,7.43,7.5.1
8 Security 8.1,82.1,8.2.2,8.3, 8.4
9 Object-based systems 9.1,92,94

10 Distributed file systems 10.1, 10.4

11 Document-based systems 111

12 Coordination-based systems 12.1,12.2 or 12.3

It would be nice if we could make an estimate of how long it takes to cover the
suggested material, but that depends so much on the background of the reader that
it is impossible to say much in general. However, if this material is being read

during the evening by someone with a full time job, it is likely to take several
weeks at least.
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