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PREFACE

This book is an outgrowth of an association between the authors which started over 10
years ago when one of us (BHJ) was a graduate student at the University of California at
Santa Barbara and the other (LRR) was a supervisor at AT&T Bell Laboratories. We began
our relationship with a mutual interest in the problem of designing and implementing
vector quantization for speech processing. This association turned into a full technical
partnership and strong friendship when Fred Juang joined Bell Laboratories, initially in
the development area and subsequently in research. The spark that ignited formal work on
this book was a series of short courses taught by one of us (LRR) on speech recognition.
After several iterations of teaching, it became clear that the area of speech recognition,
although still changing and growing, had matured to the point where a book that covered
its theoretical underpinnings was warranted.

Once we had decided to write this book, there were several keéy issues that had to be
resolved, including how deep to go into areas like linguistics, natural language processing,
and the practical side of the problem; whether to discuss individual systems proposed
by various research labs around the world; and how extensively to cover applications.
Although there were no simple answers to these questions, it rapidly became obvious
to us that the fundamental goal of the book would be to provide a theoretically sound,
technically accurate, and reasonably complete description of the basic knowledge and
ideas that constitute 2 modern system for speech recognition by machine. With these basic
guiding principles in mind, we were able to decide consistently (and hopefully reasonably)
what material had to be included, and what material would be presented in only a cursory
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manner. We leave it up to you, the reader, to decide if our choices have been wise ones.

The formal organization of the book is as follows. Chapter 1, called “Fundamentals
of Speech Recognition,” provides an overview of the entire ‘field with a discussion of the
breadth and depth of the various disciplines that are required for a deep understanding of all
aspects of speech recognition. The concept of a task-oriented, speech-recognition system
is introduced and it is shown that “base level” speech or sound recognition is only one
step in a much larger process where higher-level task information, in the form of syntax,
semantics, and pragmatics, can often play a major role. After a formal description of the
material to be covered in each of the chapters, we give a brief history of speech recognition
research in order to put the material presented in this book in its proper perspective.

Chapter 2, entitled the “The Speech Signal: Production, Perception, and Acoustic-
Phonetic Characterization,” provides a review of the theory of acoustic-phonetics in which
we try to characterize basic speech sounds according to both their linguistic properties and
the associated acoustic measurements. We show that although there is a solid basis for the
linguistic description of sounds and a good understanding of the associated acoustics of
sound production, there is, at best, a tenuous relationship between a given linguistic sound
and arepeatable, reliable, measureable set of acoustic parameters. As such a wide variety of
approaches to speech recognition have been proposed, including those based on the ideas
of acoustic-phonetics, statistical pattern-recognition methods, and artificial intelligence
(so-called expert system) ideas. We discuss the relative advantages and disadvantages of
each of these approaches and show why, on balance, the pattern-recognition approach has
become the method of choice for most modern systems.

In Chapter 3, entitled “Signal Processing and Analysis Methods for Speech Recog-
nition,” we discuss the fundamental techniques used to provide the speech features used in
all recognition systems. In particular we discuss two well-known and widely used methods
of spectrum analysis, namely the filter bank approach and the linear prediction method. We
also show how the method of vector quantization can be used to code a spectral vector into
one of a fixed number of discrete symbols in order to reduce the computation required in a
practical system. Finally we discuss an advanced spectral analysis method that is based on
processing within the human auditory system—an ear model. The ultimate goal of such
a system is to increase the robustness of the signal representation and make the system
relatively insensitive to noise and reverberation, in much the same way as the human ear.

Chapter 4, entitled *“Pattern-Comparison Techniques,” deals with the fundamental
problems of defining speech feature vector patterns (ffofn spoken input), and comparing
pairs of feature vector patterns both locally (i.e., at some point in time), and globally (i.e.,
over the entire pattern) so as to derive a measure of similarity between patterns. To solve this
- pattern-comparison problem requires three types of algorithms, namely a speech-detection
method (which essentially separates the speech signal from the background), a spectral
vector comparison method (which compares two individual spectral vectors), and a global
pattern comparison method which aligns the two patterns locally in time and compares the
aligned patterns over the entire duration of the patterns. It is shown that a key issue is the
way in which time alignment between patterns is achieved.

Chapter 5, entitled “Speech Recognition System Design and Implementation Issues,”
discusses the key issues of training a speech recognizer and adapting the recognizer pa-
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rameters to different speakers, transmission conditions, and speaking environments. A
key concept in most modern systems is that of learning, namely improving recognizer
performance over time based on additional training provided by the user of the system.
Adaptation methods provide a formalism for such learning.

In Chapter 6, “Theory and Implementation of Hidden Markov Models,” we discuss
a basic set of statistical modeling techniques for characterizing speech. The collection of
methods, popularly called Hidden Markov Models, is a powerful set of tools for providing
a statistical model of both the static properties of sounds and the dynamical changes that
occur across sounds. Methods for time aligning patterns with models are discussed along
with different ways of building the statistical models based on the type of representation,
the sound being modeled, the class of talkers, and so forth.

Chapters 7 and 8, entitled “Speech Recognition Based on Connected Word Models™
and “Large Vocabulary Continuous Speech Recognition,” extend the speech-recognition
problem from single word sequences to fluent speech. Modeling techniques based on
whole word models are discussed in Chapter 7 where we assume that we are interested
in recognizing sequences of digits, alphanumerics, and so forth. For this type of system
whole-word models are most reasonable since the vocabulary is typically small and highly
constrained. Hence the statistical properties of the word models, in all word contexts, can
be learned from a reasonably sized training set. Modeling techniques based on subword
units are discussed in Chapter 8 where we assume unlimited size vocabulary. Hence a
key issue is what units are used, how context dependent the units should be, how unit
models are trained reliably (and robustly to different vocabularies and tasks), and how
large vocabulary recognition systems based on such units are efficiently implemented.

Finally, in Chapter 9, entitled “Task-Oriented Applications of Automatic Speech
Recognition,” we come full circle and return to the concept of a task-oriented system. We
discuss the basic principles that make some tasks successful while others fail. By way of
example we discuss, in fairly general terms, a couple of task-oriented recognizers and show
how they perform in practice.

The material in this book is primarily intended for the practicing engineer, scientist,
linguist, programmer, and so forth, who wants to learn more about this fascinating field.
We assume a basic knowledge of signal processing and linear system theory as provided
in an entry level course in digital signal processing. Although not intended as a formal
university course, the material in this book is indeed suitable for a one-semester course at
the graduate or high undergraduate level. Within almost every chapter we have provided
“exercises” for the student to assess how well he or she understands the material. Solutions
to the exercises are provided immediately following the exercise. Hence, for maximum
effectiveness, each student must exercise self-discipline to work through an answer before
comparing it with the published solution.

In order to truly understand the fundamentals of speech recognition, a person needs
hands-on experience with the software, hardware, and platforms. Hence we strongly
encourage all serious readers of this book to program the algorithms, implement the systems,
and literally build applications. Without such practical experience the words in this book
will not come alive for most people.
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