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CHAPTER |

INTRODUCTION

RrasoNs FOR STupYiNG FLUCTUATIONg IN
SEMI-CONDUCTORS

THE expression ‘flictuation phenomenad 1 semi-ronductors’ refers
to the spontaneous fluctuations in the current passing through, or
the voltage developed across, serni-conductor samples ot dewices
A more common name is ‘noise in semi-conductors’, which refers
to the acoustical noise heard when these electrical fluctuatiens are
amplified by an audio amplifier and fed into a loudspeaker. At
present this name is generallv applied to any fluctuating current
and/or voltage, even if no acoustical effect is involved.

A study of the fluctuation phenomena in semi-conductors and
semi-conductor devices is important for the following reasons:

(1) These fluctuations reflect in part the atomistic character of
the conduction mechanism and, as such, their study is basic for a
thorough understanding of the behaviour of these materials and
devices.

(2) Once these fluctuation phenomena are understood, they may
be used as a new tool in the study of the physics of these materials
and devices. In particular, 1t may make a certain physical pheno-
menon more ciearly detectable, or it may allow a physical quanuty
of the material or the device to be determined with greater accuracy
than that obtainable by other methods.

(3) Semi-conductor materials andjor devices are mainly used
toc measure small physical quantities or to amplify small signals.
The spontancous fluctuations in current and voltage set a lower
limit to the quantities which may be measured or 1o the signals
which may be amplified. It is important to know the factors
contributing to these limits and to apply this knowledge in order
to find the optimum operating conditions of these materials or
devices. Finally. 1t is important to find out how the materials or
the devices can be improved to lower this limit.

It is presupposed that the reader is familiar with current serm-
conductor nomenclature, the diffusion equations and the concepts
of donors, acceptors, traps and recombination centres,

1



INTRODUCTION

CrasstFicaTiON oF VARIOUS SOURCES oF Noisy

In classifying the noises observed in semi-conductor materials and
semi-conductor devices, distinction is usually'made betwecn thermal
noise, flicker noise and shot noise. Thermal noise occurs in any
conductor and iz caused by the random motion of its currenr
carriers.  Flicker noise is distinguished by its peculiar spectral
intensity which is of the form const, /f* with e close to unity; in this
respect 1t resembles flicker noise in vacuum tubes, hence the name.
Shot noise has the main characteristic of the spectrum, being white
at the lower frequencies, in which respect it resembles shot ncice
in vacuum tubes, hence the narne. In the earlier literature, no
distinction was rnade between shot noise and ficker noise, so that
theories developed for the former also applied to the lagter. More-
over, these names were introduced on a more or less Lieuristic
basts, without sufficient reference to the physivai causcs of the noise,
and {or this reason the following terininology is suggested.

(2) Generation—recombination notse, which is caused by spontaneous
flurtnations in the generation rates, recombination rates, trapping
rates, eic., of the carriers, thus causing fiuctuations in the free
carcier densities. In bulk material the name generation-fecoms
bination noise is roore appropriate than shot noise, since these
carrier density fluctuations exist even if no electric field is applied;
applying a field is onlv the most convenient way of detecting the
fluctuations.  Juncilon devices, such as diodes and transistors,
wperate along the principle of minority carrier injection and the
applied voltage is needed to produce or change the injection level.
The generation-recombination noige in these devices therclore
thow: muach closer resemblance to shot noise than in the bulk
material case (see Chapters 8 and 9). ,

(6} Diffusian naise, caused by the fact that diffusion is a random
process; consequently fluctuations in the diffusion rate give rise
to Jocalized fluctuations in the carrier density. In bulk material
it is the cause of therrnal noise: in juncrion devices it gives a major
coniribution to shot noise. : )

(¢} Modulation noise, which refers to noise not directly caused by
fluctuations in the tracsition or diffusion rates but which, instead,
is due to carrier density fluctuations or current fluctuations caused
by some: modulation mechanism  {examples are discussed in

Chapters 5 and 6.



CHAPTER 2 -

CHARACTERIZATION OF NOISINESS
IN TWO- AND FOUR-TERMINAL
NETWORKS

Noisg CHARAGCTERIZATION IN Two-TERMINAL
NeTworks 1

IN a two-terminal network the noise in a frequency interval 4f can
alwayz be charactcrlzcd by an equivalent ¢ m.f. V&l in series with the
device or by an equivalent current generator Vi in parallel to the

device; V& ¢? represents the open-circuit noise e.m.f. and V2 the
short-circuit noise current of the network, both quantities usually
being expressed per unit bandwidth. - It is often convenient to
use other quantities to characterize the noise.

The equivalent noise resistance R, is defined by:
-

& = 4k TR Af co(2.1)

where 7 is room temperature and £ is Boltzmann’s constant -

According to Nyquist’s theorem, the network itself and a resistance
R, at the temperature T have the same mean square value of the
open-circuit noise e.m.f. for the bandwidth 4f.

The equivalent saturated diode current 1, is defined as.

it = 2l Af c(2.2)

According to Schottky’s theorem, the network and a saturated
diode cairving a cutrent I, {(and showing full shot noise only) have
the same mean square value of the short-circuit nowse current for

the bandwidth 4f
If = R -+ jXis the impedance of the device and ¥'=1/Z=¢ + ;b
its admittance, then the noise ratio n of the device is defined as:
A 7
"= XETRAf T dkTgdf
Besides the noise ratio n the equivalent noise temperature 7, may
also be iniroduced by the definition:

T, =nT ....(2.33)
3

(2.3)

‘



CHARACTERIZATION OF NOISINESS

. The importance of the quantities » and T, is that they allow the
available noise power P,, for the bandwidth 4f to be expressed as:

& )
Py *'ﬂf.?df—kT.df o2

The available power is thus cqual te n times the available noise
power of a resistance at room temperature 7,
The following relations are casily proved:

R,, ’ I, I, f2kT L
5= (,,k—j—_)-gﬁ 20 L —( - ) Rj¥[P o o RIY]
.. (2.5)
Knowing the quantities R,, /., and n is often an important step in
determining the exact cause of the noise.

Plv =

Nowisg UHARACTERIZATION IN FOUR-TERMINAL
NeTworks 3

In an activs four-terminal network, two noise sources are needed
to characterize the roise. In an equivalent = representation the
most general circuit has three neise current gendrators Iy, I, and
L. connected between the threc nodal points a, b and ¢.  But this

Iye
B ]
_ %o AAAN SHE.1
Fue l‘
Iab l éth 7 ché Ibc
w
bo- I - “ob

Figwre 2.1. Eguwalm‘ active  netwerk with the noise characterized by ihree current
grnerators Iny, Ino and Ine

can be transformed into an equivalent circuit corsisting of a current
generator (I, + I,.) connected between a and b and a current
generator (1,, 4 1,,) connected betweehi b and ¢ (scc Figure 2.1).
Ia an equivalent 7 representation the most general circuit consists
of three noise ¢.m.f’s in series with the three leads; this can be
reduced to an equivalent circuit with only two noise e.m.l’s in
a similar manner. This gives the following possibilities:

4



NOISE CHARACTERIZATION IN FOUR-TERMINAL NETWORKS

(1) Two current generators i, and i, connected across irput.and
output, respectively, ) '
- (2) Two noise e.m.f's ¢; and ¢, connected in series with input
and output, respectively,

(3) One noise e.m.f. ¢ and one current generator i: this case has
four possible configurations, the most important ones being :

(a) noise e.m.f. in series with input: noise current generator is

parallel to output; ; :

(6) noise e.m.f. in series with input: noise current generator is

parallel to input. S '

Generally, the two noise sources are partially correlated (see
Chapter 3). For a proper determination of the noise behaviour,
four network parameters must be determined; in case 1, for

. example, #,%, 7,9 and the real and imaginary parts of i,*i, must be

known. In some simple cases, t—;"—ﬁ: ==} (the noise sources are ‘then
independent), thus reducing the four quantities to two; this occurs
in transistors at relatively low frequencies (see Chapter 9). It may
also happen that one of the quantitics is zero, thus reducing the four
quantities to only one, which may be characterized by an equivalent

‘noise resistance; thi§ occurs in vacuum tubes at medium frequencies.

The noisiness of an active four-terminal network can now be
characterized in several ways. Let the signal source have an

. internal impedance <, = (R, +jX,) or an internal admittance

Y, =1/, = (g, + jb,). For example, the noise may be represented
by an equivalent e.m.f.'¢, in series with the source or by an equi-
valent noise current generator i, in parallel to the soutce; these

- quantities are defined so that the output noise power of the network

is doubled if the noise e.m.f. ¢, or the noise current generator §, are ‘
introduced. One may then define the equivalent noise resistance R,
or the input equivalent saturated diode current I, of the network
by the equations:

63 = 4kTRAF; id = 2l Af .. (26)

'

+ where 7 is room temperature, & is Boltzmann’s constant, ¢ is the

clectron charge, and 4f a small frequency interval. Both quantities
R, and I, may depend upon the internal impedance of the
source, : |

" It is more common to introduce the noise figure F of the network
as the ratio of the total output noise power over the output noise
power due to the thermal noise of the source. The latter can be

* represented by a noise e.m.f. V4 TR, Af in series with the source

or by a noise current generator 4/4kTg,Af in parallel to the source.
5 .



GHARACTERIZATION OF NOISINESS
Thaen, according to equation (2.6):

‘E‘ = _;__..11' 9.7
R = %7, - {27
The noise figure always shows a parabolic dependence ¢n R, and
has a minimum value Fpy, for R, = (K,)pm -

The smallest available signal power which may be detected
against the noise hackground of an amphfier of noise figure F and
bandwidth B is about F47B. The noise figure F should theiefore
be made as small as possible under the existing operating conditions

In many cases it is possible to change the source impedance. as
viewed from the input of the amplifier, within a wide range with
the help of a lossless matching network. In such cases the amplifier
with the lowest value of F,, 1s the best one. In athor cases it
is necessary to connect the signal source direct to the amplifier
without the benefit of a lossless matching network, in which case
the amphfier with the lowest value of F;, mav be a 1ather poor
cheice. In the case of a low-impedance signal source the amplifer
with the lowest noise resistance R, 13 the best one, whereas with a
high-impedance signal source the amplifier wjth the lowest inpus
equivalent saturated diode current I, is preferred*

The first step in characterizing the noisiness of an amplifie:
stage is to find the noise sources of its active element and locate the
proper posit:ons of these sources in its equivalent cucwt. It 1
then possible to determine the most suitable operatir 2 conditions
of a given active element. or to design the active element so that it
gives the lowest noise figure F under the existing operaung condi-
“tons {ree Chapter 11).

The representation of the noise properties of an active network
by an ~quivalent circuit is not unique, since a given circnit can be
transformed into another one by applying, certain networ k theorems.
Usaalv ithar cguvalent circuit fittbng closest to the physics of the
device 1s sought (see Chapter 9).

F =

NoieR-MEASURINL EQUIPMENT!

Smow noise sigrals are 2amphiied and detected, thus enabling them
te e mewured 1 he fst concern of a noise investigation, there-
fore, i to buwld a twear Tow-a00e omplifier which will ampdfsy
tan mone agnab o the Jes rad frequency bands to a level hph
rrougly to be decected,

a1 araportant jegurenwn! s that the amplifier be linear: to
ilustrate this, 1ast amwa= * e case where the noise ognal s
dere cerd Ly atindy hineer ot <t The ressoace of such 2 detoctey

7



NOISE-MEASURING EQUIPMENT

is proportional to the square root of the output noise power; the
over-all response of amplifier plus detector only obeys a simple law
if the amplifier is perfectly linear. Next, consider the case where the
noise signal is detected by a truly quadratic detector. The output
of the detector is now directly proportional to the output noise
-power and hence the output of the detector is only proportional .
to the input noise power if the amphﬁcr is perfectly linear.

The most desirable detector is a quadratic detector, its great
advantage being that noise signals from different sources are
addcd quadratically and that the output of the quadratic detector
is proportional to the squaré of the output noise sxgnal In order
to obtain the mean square value of the wanted noise signal the
contributions of the unwanted noise signals are simply subtracted
from the output rcadmg of tiie detector,

The best test of the quadraticity of the combination amphﬁcr
plus detector is to connect a saturated diode in parallel to the input
of the amplifier and to plot the output reading of the detector
against the saturated diode current f;. If the relationship is
perfectly linear, the combination amphﬁcr plus detector is pcricctly
quadratic, since the mean square value of the input signal is
‘proportional to I, according to Schottky’s theorem™.

Several quadratic detectors are discussed in the literature: one
of the most reliabie ones is a combination of a thermocouple and a .
sensitive millivoltmeter. As long as the input to the thermocouple

~ is sufficieatly small, the combination is ace urately quadratic.

A very importanj requirement is that the gmplifier should have
low noise. The most desirable situation is that the noisc of the
amplifier is neghglblc in comparison with the noise signal being
detected, in which case further improvement of the amplifier
is useless. If the noise of the amplifier is comparable to the noise
being measured, it becomes especially important to lower the noise
levet of the amplifier; this can often be achieved by a careful design
of the first amplifier stage and by a careful selection of the first
amplifier tube or transistor.

Finally, it must be confirmed that the noise-measuring cqulpmcm
can cover a sufficiently wide frequency range. Perhaps the most
useful information about a noise signal is contained in the frequency
dependence of its spectrum; for this reason as much of the informa-
tion as possible should be sought by extending the measurements
" * A nolse signal contains instantaneous amplitudes far greater than its mean
squaze vahie; hence, if the linearity of an amplifisr is tested with a sinuscidal signal,
ore requirement is that the a2raplifier be linear for r.n.:. signal levels which are three

timeg higher than the maximam r.m.3. value of the noise signal being detected;
only then can it be certain that the amplifier responds linearly to the noise.

, . 7



CHARACTERIZATION OF NOISINESS

over a wide enough frequency range. This may be achieved either
by measuring the noise at a number of fixed frequencies or hy
making the amplifier tunable. The latter is easily obtained by
using the front end and the i.f. section of a communications receiver*
as part of the equipment. 4 '

An important problem is the choice of the bandwidth B of the
amplifier or receiver and the time constant = of the detector plus
indicating instrument. In the case of frequency-dependent spectra
the bandwidth B should not be chosen so that the spectral intepsity
varies. markedly over the frequency range. On the other hand,
the probable error of a single reading of a noise measuring device
with a bandwidth B and a detector of time constant = is 1/4/257,
For this reason B is often made as large as possible and ihe
time constant r then determined so that the probable error in a
single reading is tolerablet. ' :

Noisg MEASUREMENTSTH &6

As outlined on pp. 3-4, noise measurements in two-terminal
networks amount to the determination of the equivalent saturated
diode current. I, the equivalent-noise resistance R, or the noise
ratio n, In four-terminal networks the most significant quantity
is the noise figure F; for a good understanding of the various factors
which contribute to the noise figure, however, it may be convenient
to treat the network as a two-terminal one and to determine
quantities such ay the equivalent output saturated diode current
with the input open or short-circuited, etc. ‘

To measure naise, a standard signal source is used in the form of
a known noise source, such as a hot wire or a saturated diode.
A sinusoidal signal source can also be used, but in that case a
relizble attenuator is needed and the effective bandwidth of the
receiver has to be determined. We discuss here the application
of 2 saturated diode and of a sinusoidal signal source as a standard
source. :

* The receiver usualiy needs to° be modified somewhat. It is necessary, -for
cxample, to disallc the automatic volume control in order to ohitain an output
voltage proportional tu the input signal. The 1.4, signal can easily be brought
outside by replacing the i.f detector stage by a cathode follower stage. Finally,
it often happens that the receivér i either too noisy or that its input cannot be
matched to the noise source under tes, in which case a low-noise pre-amplifier
having the required ourput impedance must be provided; in some cases a good
cathode follower stage uxiag 2 nigh g, tube is sufficient.

1 The errar comies ahact because the rectified woise signal contains low.
frequency noise component: which cause » fluctuating reading of the indicating
sortona! to VB this Buctuating reading can’ be reduced
aled. )

mstramen?t inversely o
by increasing + as indie

8



NOISE M!AEUREMENTS

To measuré the equivalent saturated diode current, I, of the
noise source, a saturated diode is connected in parallel to it; for
the sake of simplicity it is assumed that the noise of the receiver is
negligible in compamon with the noise of the source under test.
Fxrst, the output noise power of the amplifier, due to the source,
is measured and then the saturated diode current is adjusted so that
the output noise power of the amplifier is doubled. The source can
be represented by a current generator V2eI df in parallel to the
input and the diode is represented by a current generator +/2el 4f;
since both sources give equal output power, I, == I,. This result
is independent of the bandwidth of the receiver, the only restriction
 being that the internal resistance, Ry, of the saturated diode is

large in comparison with the source resistance R,; this condition
may not be sadsfied if R, is large™. If the source impedance, R,,
is also known, the noise ratio and the noise resistance may bc
determined from equation (2. 3). ‘

‘If a sinusoidal signal source is used, the signal must be attenuated
accurately to a much lower (r.m.s.) level £, and a resistance R,,
large in comparison with the output resistance of the attenuator,
then connected in series with it; this signal source 'acts as a current
generator I, = E,/R, in parallcl to R;,. At the frequency f let
. the output voltage of the receiver due to the sinusoidal signal be -

- Eo(f) and let the transfer function of the receiver be defined as
) = E((7)L,(f), where g(f) =g, at the centre frequency
[ == f, of the transmitted band, If the input source is tuned to the -
frequency f; and if El is adjusted 30 that the output noise powcr is
doubled, then '

B
Pt = f QL Af| EF) | = 2ehuBuctit .. (25)
where B,q is t.hc effective bandwxdth defined as: | ,
L -
Bar = g J [ (28

*Ryis caused by the Schottky ‘effect in the diode. Tt may be shown that
Ry is inversely proportional to Jg,  Account must aow bc taken of the fact that
the total resistance of the input circuit with the diode ‘on’ is less than that with
the diade ‘off’. Doubling the noise power gives in this case:

RRy \?
22l df 1R = Qelogdf + 2eladf) ( . -;--R‘)
so that:
‘ Ig I,
b 4(R,[R‘) + 2(R,iR,)* *ix 4R,|R,
Often Ry i3 50 large that [y = Is in good approximation. If this is uot the
casz, the above cguation may be used to correct for the finite value of Ry

e g . 2

foq ==
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CHARACTERIZATION OF NOISINESS

\

B,y may be dctermined either by integrating the response curve
of the receiver or by comparing the sinusoidal signal with a standard
noise source such as a saturated diode.

We now turn to the determination of the ‘spot’ noise ﬁgure F
of an amplifier stage, i.c. the noise ﬁgurc for a narrow-frequency
‘band. One connects a saturated dicde in parallel to the source
conductance g, at the input of the stage and connects the output
of the stage to a narrow-band receiver (bandwidth less than 1/6 of
that of the stage)? ) For the sake of sxmphcxry we assume that the
noise of the receiver is negligible in comparison with the noise of
the stage. If a saturated dicde current I, is needed to double the
output noise power of the receiver, we have I, == I, where I,
is the imput equlvalent saturated diode current. Applymg
equation (2.7) gives:

F'—QkT LR, {29
By varying R, and measuring F as a function of R,, one may
determine the source impedance, and hence the coupling between
the source and the input of the stage, for minimum noise figure, -

The result thus obtained does not depend upon the bandwidth
of the narrow-band receiver; if the tumng of the amplifier stage
rermains unaltered and the spot noise figure is measured as a
function of frequency, one finds that its vahie depends upon fre-
quency. Censequently the average noise figure of a wide-band
receiver depends upon the bandwidth. Equauon (2.9) for ihe spot
noise figure also applies to the average noise figure, even though
its derivation is no longes valid.

It has been assumed that the noiserof thc two-terminai source
or of the four-terminal amplifier stage undcr test was large in
comparison with the noise of the amplifier or receiver. Corrections
have to be made if this is not the case, but a discussion of the problem
is beyond the scope of this book?,
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CHAPTER 3 .

MATHEMATICAL: METHODS

A SHORT survey is given here of the mathematical methods used
,in noise calculations, referring mainly to calculating averages and
correlation coefficients and to makmg a Fourier analysis of fluc-
tuating quantities; the results are given without proof, but for a
detailed discussion, literature on the subject may be referred tol,

PRoOBABILITY DISTRIBUTIONS, AVERAGES,
CORRELATION

Let x be a continuous random varizble and let:

dP = f(x)dx - (8.0)
be the probability that the variable has a value between x and
{(x -+ dx); f(x) is known as the probabiiity distribution function
of the variable x. The function f(x) satisfies the relation:

f S(x)dx = 1 (normalization) e .(3.la)'

where the integration is carried out over all allowed values of x.
Averages, denoted by a bar, may be calculated as scon as the
disuibution function is known; for example:

§;=fxmdP(m=-=l,2,...) o (3.2)

where the integration ektends over all allowed values of x. The
most important averages are ¥ and x3. If f(x) is symmetrical in x,

* the averages of all odd powers of ¥ are zerp; ifx 70 it is advisable
to introduce (¥ — x) as a new random variable.

If n is a discrete random variable which can only have integral
positive values and if P(n) is the probability that the value n
occurs, then the integrations in equations (3.1a) and (3.2) have to
be replaced by summations. Equation (3.1a) becomes:

S Pln) =1 ....(3.1D)

and equation (3.2) is replaced by:
/

wm=TamP) (m=1,2..)  ....(3.2a)

11 2—



MATHEMATICAL METHODS

For two continusus random variables x and y the probability that
the one variable has a value between x and (x + dx) and the other
- varizhle a value between y and (y + dy) is: «

dP = f(x, y)dx dy ... {(3.3)

in analogy with equation (3.1). The function f(x, ») is called the
Joint probability distribution function of the variables # and y.
It satisfies the condidon:

”f (x, y)dx dy =1 (normalization) ... .'(3.3#)

where the integration extends over all allowed values of x and .
Averages are defined in the same manner as for one variable;
that is:

7o = [ arey e (34)

where the integration extends again over all allowed values of
x and ». Usually x =y =0, the most important averages are
then % »* and %y. If xy = 0, the random variables x and y are
said to be uncorrelated; if xy 5% 0 the random variables are said
to be correlated and the quantity:
x :
¢ = e ....(3.5)
. S o
known as the correlation coefficient, is introduced. It is easily
shown that -1 £ ¢ =< L. -

If x and y are discrete random variables instead of continuous
ones, then the above integrations have to be replaced by sum-
mations. If two random variables x and » are partly correlated,

: then y can be split into a part ex, fully correlated with x, and a
part z, uncorrelated with x, by writing:

y=ox+ 2 : .....(3.6)

where ¥ = y =z = § and 27 = 0. If¢is the correlation cocfficient
of the two quantities, then: ‘ '

a = ¢ (’i:)m; 2=y - ....(3.6a)

X

A random process described by a time.dependent random

variable X(2) is ‘stationary’ if the distribution function f (X) does -

12

+



PROBABILITY DISTRIBUTIONS, AVERAGES, CORRELATION

not depend explicitly upon £ In such a case the averages are also
independent of ¢, since: ‘ ’

& = [ awsonax ....(3)

_ does not cxphcxtly contain ¢ either.

The average thus taken is known as an ‘ensemble average’, that
is, an average taken over a large number of identical systems sub-
jected to independent fluctuations (ensemble). In stationary

processes g(X) can also be obtained by taking the limit:

g(X) lim = f g(X)de - .;...(3.;73)

Both methods give 1denuca1 results. In our calculations, an average
always means an ensemble average; noise measuremeénts, how-
sver, are made by taking time average: over a suﬂicxcntly long .
time, the averaging usually being done by the measuring instgu-
+ ment (the quadratic detector with time constant ) itsclf.

In stationary random processes' the quantity X(#)X(¢ + :),
known as the ‘autocorrelation function’, is very important, It is,
of course, independent of time and, in addmon, has the properties:

(1) Except when X(t)X(¢t+ s) is a delta function ‘in 5 the
quantity is continuous, even if X{(¢) is discontinuous.

(2) X()X(t 4~ 5) = X¥3) for s = 0,

(3) X(t)X(t + +- 5) is symmetrical in s.

If X()X(t + 5) is a delta function in s, the noise source is said
to bé a white source ; one often tries to refer noise phenomena
back to white source ﬁmctxom

~ The autoeorrelation coefficient ¢(s) is defined as:

XX+
XNy

o(s) = ..(3.8)

and is also known as the normalized autocorrelation function
[normalization means ¢(s) = 1 for s = 0]. \

The iollowing discrete distribution functions of the discrete
varizble n(n =G, 1, 2, ...) are of interest in .noise caused
by carrier density ﬂuctuauons or by emission fluctuations.

(1) The binominal distribution. Let a certain cvent have the
proba.bxhty 1 of occurring in the form. 4 and the probability (1 — p)
of occurring in the form B and let mdmdual events be independent.
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MATHEMATICAL METHODS

If the event occurs m times, then Lhe probability that # of them
occur in the form 4 is; .
-m!
. AT
Pm(n) “‘n!(m__n);i’"(l P) ""(3'9)
and* , '
n=mp; (n—ns==mp(l —p) ... .(3.9a)
(2) The Poisson disiribution. Let individual events be independent
and let them occur at random as the average rate s. 'The prob-

ability that n events occur in a givea unit time interval is then:

n"exp(~n
\ H@QLLﬁlJ . (3.10)
and: _ .
\ (n--n)d=n ... {3.10a)

(8) The-normal distribution, Let events oceur at arn average
(large) rate n and let (n — F)” = o8  Then the pzooabhny that
n events occur as a given unit tme interval is:

1 {n — n)? ‘L
) '\/*;;2 €Xp {-—- ?;W] Ce (3.11)

o

The binominal and the Poisson distributions reduce to the normal
distribution for large values of ». The particular distribution in
which ¢® == n is known as the Gaussian distribution.

In the casc of a continucus random vanabl-’ having x =0 a
distribution function of the form:

Y 1 xt | ‘
dP(x) = RS O (-—- i;s)ch c(8.12)
is usually found where:

of .. {3.122)

This is known as the normal iaw for a contituous randora variabie.

FoURIER ANALYSIS OF FLUGTUATING QUANTITIES
et X(f) be a randow variable describing a stationary random
d Accordmg to eguation (3.2a):
- o
n = E nPa(n); n® == 20 ntP,(n), etc.
st}

Generally: o o _
{(n—n)% m nt — 207 + (A)* ma i ~ (7)®
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FOURIER ANALYBIS OF FLUGTUATING QUANTITIES

process, then X*(¢) will\be independent of time. This mean square
value may be written as: : .

X =f:smdf e (313)

‘where §(f). is the spectral intensity of the fluctuating quantity X(#)
It may be shown that: : '

S(f) = 4 f “XOXGE S coswsds  ....(3.14)
o -
and, by in§7crsion, that: .
XOXG 55 = f “S(f) cos wsdf ... .(3.15)
N 1]

Equation (3.14) is known ag the Wiener~Khintchine theorem,
The normalized autocorrelation function, ¢(s), may then be
introduced as:

SUf) = X0 f :c(s) cos asds e (3.16)

so that the spectral intensity S(f) is known if X%(f) and ¢(s) are
known. Calculating §(f) thus usually mezns determining ¢(s)
and Xi(t) and, having determined S(f), it is possible to determine
the autocorrelation function X(#)X (¢ 4 5) from equation (3.15).
The spectral intensity S(f) bhas the following interesting property:
: suppose a random signal X(t) is applied to the input of au arbitrary
linear system, haviug a transfer funciion (1), and a signal 7(;)
taken from the system, If §,(f) and S,(f) are the corresponding

spectral densities, then:*

S0) =500 160 1 and B = [ 5,00 et e -

" The quantity S(f) is related to the Fourier amplitude of X(t).
Let X(t) be developed into a Fourier series for the time interval
0 <t< Tandletx, =c¢, cos (w,t + ¢,) be its Fourier coefficient

* This is the basis for the method of noise measurement (see Ghapter 2, pp.
8-10). Let the noise amplifier be tuned at the frequency f = f, and let its
bandwidth be 3o narrow that §,(f)- = §,(f,) for the pass band, then:

0 = S [ 8 o = SulectBes

where g, w g(f,). The values of &0 and the effective bandwidth B,g can he deter-
mined with the help of a known signal.
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