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Preface

Econometric Analysis is intended for a one-year graduate course in econometrics for
social scientists. The prerequisites for this course should include calculus, basic mathe-
matical statistics, and an introduction to the paradigm of econometrics at the level of,
say, Gujarati’s Basic Econometrics (McGraw-Hill, 1995), Maddala’s Introduction to
Econometrics [Macmillan (now Prentice Hall), 1992]. Self-contained (for our pur-
poses) summaries of the matrix algebra, statistical theory, and mathematical statistics
used later in the book are given in Chapters 2 through 4. Chapter 5 contains a descrip-
tion of numerical methods that will be useful to practicing econometricians. The for-
mal presentation of econometrics begins in Chapters 6 through 9 with discussion of
the fundamental building block, the linear multiple regression model. Chapters 10
through 16 present familiar extensions of the single linear equation model, including
nonlinear regression, panel data models, the generalized regression model, and sys-
tems of equations. We end in the last four chapters with discussions of current topics
in applied econometrics, including GMM estimation methods, Lagrange multiplier
tests, time-series analysis, and the analysis of qualitative and limited dependent vari-
able models.

This book has two objectives. The first is to introduce students to applied econo-
metrics, including basic techniques in regression analysis and some of the rich variety
of models that are used when the linear model proves inadequate or inappropriate.
The second is to present students with sufficient theoretical background that they will
recognize new variants of the models learned about here as merely natural extensions
that fit within a common body of principles. Thus, I have spent what might seem to be
a large amount of effort explaining the mechanics of GMM estimation, nonlinear
least squares, and maximum likelihood estimation, for example, of GARCH models.
To meet the second objective, this book also contains a fair amount of theoretical ma-
terial, such as that on maximum likelihood estimation and on asymptotic resuits for
regression models. Modern software has made complicated modeling very easy to do,
and an understanding of the underlying theory is important.

I had four purposes in undertaking this revision. Many readers have written to me
with interesting ideas for my “next edition.” It is impossible to use them all. of course.
Because the four volumes of the Handbook of Econometrics already run to over 3000
pages, and Volumes I and II of the Handbook of Applied Econometrics will soon ap-
pear (both in 1998) it is also unnecessary. Nonetheless, I was eager to do this revision.
I have extended some topics that were already present in the third edition and added
several new ones, often through examples. For example, students of time-series econo-
metrics will find several new discussions in Chapters 17 and 18. Second, I have taken
the opportunity to continue fine-tuning the text as the experience and shared wisdon
of my readers accumulates in my files. The literature in econometrics has continued to

xxvii
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evolve, and my third objective is to grow with it. This purpose is inherently difficult to
accomplish in a textbook. Most of the literature is written by professionals for other
professionals, and this textbook is written for students who are in the early stages of
their training. But I do hope to provide a bridge to that literature, both theoretical
and applied. Fourth, with modern software and microcomputers, students can be
given realistic data sets and challenging empirical analyses as a routine part of their
econometrics training. To this end, a customized version of LIMDEP and a large
number of data sets, some of which have been used in studies already in the literature
are included in a CD at the back of the book.

This book is a broad survey of the field of econometrics. This field grows continu-
ally, and such an effort becomes increasingly difficult. (A partial list of journals de-
voted at least in part, if not completely, to econometrics includes the Journal of Ap-
plied Econometrics, Journal of Econometrics, Econometric Theory, Econcmeltric
Reviews, Journal of Business and Economic Statistics, Empirical Economics, and
Econometrica.) Still, my view has always been that the serious student of the field
must start somewhere, and one can successfully seek that objective in a single text-
book. This text attempts to survey, at an entry level, enough of the fields in economet-
rics that a student can comfortably move from here to more advanced study in one or
more specialized areas. At the same time, I have tried to present the material in suffi-
cient generality that the reader is also able to appreciate the important common foun-
dation of all these fields and to use the tools that they all employ.

One feature that distinguishes this work from its predecessors 1s its greater em-
phasis on nonlinear models. [Davidson and MacKinnon (1993) is a noteworthy, but
more advanced, exception.] Computer software now in wide use has made estimation
of nonlinear models as routine as estimation of linear ones, and the recent literature
reflects that progression. My purpose is to bring the textbook treatment in line with
current practice. The book concludes with four lengthy chapters on time-series analy-
sis and limited dependent variable models. These nonlinear models are now the sta-
ples of the applied econometrics literature. This book also contains a fair amount of
material that will extend beyond many first courses in econometrics, including, per-
haps, the aforementioned chapters on limited dependent variables, the section in
Chapter 20 on duration models, and some of the discussion of time series. Once again,
I have included these in the hope of providing a bridge to the professional literature
in these areas.

It is a pleasure to express my appreciation to those who have influenced this
work. I am grateful to Arthur Goldberger and Arnold Zellner for their encourage-
ment, guidance, and always interesting correspondence. Dennis Aigner, and Laurits
Christensen were also influential in shaping my views on econometrics. Some collabo-
rators to the earlier editions whose contributions remain in this one include Aline
Quester, David Hensher, and Donald Waldman. The number of students and col-
leagues whose suggestions have helped to produce what you find here is far tco large
to allow me to thank them all individually. I would like to achnowledge the many re-
viewers of my work whose careful reading has vastly improved the book: Badi Balt-
agi, University of Houston: Neal Beck, University of California at San Diego; Diane
Belleville, New York University; Anil Bera, University of Illinois; Leonard Carlson.
Emory University; Frank Chaloupka, City University of New York; Chris Cornwell,
University of Georgia; Craig Depken II, University of Texas at Arlington: Edward
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Dwyer, Clemson University; Michael Ellis, Wesleyan University; Martin Evans, New
York University; Ed Greenberg, Washington University at St. Louis; Miguel Herce,
University of North Carolina; K. Rao Kadiyala, Purdue University; William Lott, Uni-
versity of Connecticut; Edward Mathis, Villanova University; Mary McGarvey, Uni-
versity of Nebraska-Lincoln; Ed Melnick, New York University; Thad Mirer, State
University of New York at Albany; Paul Ruud, University of California at Berkeley;
Terry G. Seaks, University of North Carolina at Greensboro; Donald Snyder, Califor-
nia State University at Los Angeles; Steven Stern, University of Virginia; Houston
Stokes, University of Illinois at Chicago; Dmitrios Thomakos, Columbia University;
Paul Wachtel, New York University; Mark Watson, Harvard University; and Kenneth
West, University of Wisconsin. My numerous discussions with B. D. McCullough have
improved Chapter 5 and at the same time increased my appreciation for numerical
analysis. | am especially grateful to Jan Kiviet of the University of Amsterdam, who
subjected my third edition to a microscopic examination and provided literally scores
of suggestions, of which virtually all appear herein. Chapters 17 and 18 have also ben-
efited from additional reviews by Frank Diebold, B. D. McCullough, Mary McGarvey,
and Nagesh Revankar. I would also like to thank Rod Banister and William Becher at
Prentice Hall for their contributions to the completion of this book. As always, I owe
the greatest debt to my wife, Lynne, and to my daughters, Lesley, Allison, Elizabeth,
and Julianna.

William H. Greene
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