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PART ONE

We present an overview of the issues involved in the 1ntegrat1on the SNA and TCP/IP protocol
stacks. Specifically, we discuss the motivation for moving away from a link layer protocol
integration towards a network layer integration. We give rationale for the selection of IP as the
backbone networking protocol. We provide an overview of the SNA and TCP/IP protocol suites
and introduce the options for carrying SNA traffic over an IP network. A companson of these
techmques leads to the conclusion of using Enterprise Extender for this purpose. Finally, we
provide a more detailed look at Enterprise Extender and present a general strategy for the final
mlgrataion Part 2, “Implementation details: A rmgranon scenano” documents a case study of a
migration to EnterpriseExtender.
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Chapter.

to access the applications running on its computers. Exactly which protocol was used

depended almost entlrer 'on which manufacturer’s hardware and operating system were
installed. Most IBM installations used SNA, most DEC installations used DECNet most UNIX
installations used TCP/IP, and so on.

In recent years, the direction has changed; the networking protocols have, more and more,
been determined by the applications. that the customer has chosen to install. This has led
inevitably to a proliferation of networklng protocols. This has been followed by a push to reduce
the number of these protocols’ due to the costs involved in maintaining many protocols within a
single physical network. This process will probably never end but great progress has been made
and most large enterprises now have, at most, two or three networking protocols in serious use.
For installations using IBM mainframes or mld-range systems, these will include SNA and
TCP/IP, with perhaps NetBIOS or IPX running on the site LANSs.Since LAN protocols (NetBIOS
in particular) do not take kindly to being run over the wide area, customers will often use either
SNA or TCP/IP to carry traffic(where needed) between sites. Thus the major issue facing large
installations today is how to carry both SNA and TCP/IP traffic across the enterprise network
most efficiently.

It is important to realize that both of these protocols will remain in wide spread use for a very
long time. To convert completely to one or the other would involve a total rewrite or replacement
of all the applications that use the less desirable one.

There is no protocol conversmn technique available today (and none visible in the future) that
will provide a complete translatlon between all the features used by SNA applications and all the
features used by TCP/IP applications. At the application programming interface, therefore, both
SNA and TCP/IP must be provided.

Fortunately, this is not true at the lower layers of the networking (OSI) reference model. SNA

T here was a time when a typical enterprise installation used only one networking protocol
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and TCP/IP are almost completely independent of the physical and data link layers of the
architecture, and their differences at the next (network) layer are manageable. Only in the upper
layers are SNA and TCP/IP sufficiently different to make it virtually impossible to translate fully
between them. Therefore, it is possible to combine SNA and TCP/IP at a transportlevel without
affecting the upper layers. Hence, the practical choices of integration are to combine the
protocols at the physical, link, or network layers.

1.1 | Integration at the physical layer

We will refer to this technique as multiplexing. This is the technique used originally by
channelized modems, then by time division multiplexers, then by the integrated-services digital
network (ISDN). Each protocol sees its own physical circuit and uses its own data link control
(DLC) over it, while the network combines these DLCs on to a single real physical circuit. The
nodes on the network then route each protocol independently using the protocol’s native
techniques.

Multiplexing is regarded with little favor these days because it requires a separatephysical
connection for each protocol at each routing node. A much more efficient way is to run both
protocols over the same physical connection, which brings us to the second and third options, link
and network layers. Integrating at the physical layer provides no real benefit over integrating at -
the link layer.

1.2 | Integration at the link layer

In this case, the nodes on the network combine both protocols on the same physical connection,
since both support much the same range of link -levelprotocols. Again, the two protocols must be
routed independently using the nativetec hnique of each.

The DLC and the transport medium used must be able to distinguish between thehigher-layer
protocols being carried, so that they can be passed to the appropriate routing function. Examples
of this include:

® Local area networks. A LAN station can support multiple logical connectionsin addition

to connectionless transport. Each may carry a different protocol. LANs may be bridged
together to provide a single transport medium across the wide area network.

® Frame relay. A frame relay device can support multiple virtual circuits (logical

connections), each of which can carry a different protocol. In addition, protocols may be
multiplexed over the same virtual circuit using RFC 2427 (an update of RFC 1490 and
RFC 1294).

® Asynchronous transfer mode (ATM), which is similar to frame relay in concept but

designed for higher speeds. Each ATM virtual circuit can carry one protocol, or a number
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of protocols multiplexed together as defined in RFC 1483,

® X.25. Each X.25 device can maintain multiple virtual circuits and therefore multiple

independent protocols.

® Point-to-Point Protocol (PPP). Routers are able to carry multiple protocols

independently over PPP connections between them.

Use of these shared transport media confers an additional advantage, in that you can now build
an end-to-end switched network that does not require intermediate routing function for any of the
protocols carried. However, it still has the disadvantage that you need a complete stack of each
protocol implemented on each endpoint node in the network. Additionally, if intermediate
routing must be performed, the physical network must contain a routing infrastructure throughout
for each of the protocols. ‘

With link layer integration, the endpoints require multiple complete protocol stacks. The
routing infrastructure (if needed) must also support these multiple protocols, either by having
routing nodes serve both protocols or by having different routing nodes serving each protocol.
While this is not usually a problem on large servers or routers, and less of a problem in an
end-to-end switched environment, it can make a significant difference to the configuration and
the management of user workstations and branch routers.

1.3 | Integration at the network layer

Integrating at the network layer is more complex because the SNA and IP routing techniques are
rather different. In essence, it means building a backbone routing network for one protocol
(which is probably already in place), then somehow encapsulating the essential information from
the other protocol’s packets and carrying it over the backbone. Thus we may see SNA carried
over an IP network, or IP carried over an SNA network.

With this method you need to install only the upper layers of each stack on the application
nodes in the network, and the lower layers of the chosen single stack on all nodes. On the other
hand, the management and operation of the network tend to be more complex and less efficient.

1.4 | Choosing the integration layer

It is important to understand that the choice between link-layer and network-layer integration is
one of finding the most cost-effective way of minning a multiprotocol network, and not one of
interoperability. An application written to (for example) an SNA programming interface will
always require a partner SNA application, regardless of what kind of network is used to transport
the data; it will never talk to a (TCP/IP) Sockets application without some form of protocol
conversion. The integration techniques we describe here provide protocol coexistence, not
conversion.




