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Preface to the First Edition

System identification is a diverse field that can be presented in many different ways.
The subtitle, Theory for the User, reflects the attitude of the present treatment. Yes,
the book is about theory, but the focus is on theory that has direct consequences
for the understanding and practical use of available techniques. My goal has been
to give the reader a firm grip on basic principles so that he or she can confidently
approach a practical problem, as well as the rich and sometimes confusing literature
on the subject.

Stressing the utilitarian aspect of theory should not, I believe, be taken as an
excuse for sloppy mathematics. Therefore, I have tried to develop the theory without
cheating. The more technical parts have, however, been placed in appendixes or
in asterisk-marked sections, so that the reluctant reader does not have to stumble
through them. In fact, it is a redeeming feature of life that we are able to use many
things without understanding every detail of them. This is true also of the theory of
system identification. The practitioner who is looking for some quick advice should
thus be able to proceed rapidly to Part IIT (User’s Choices) by hopping through the
summary sections of the earlier chapters.

The core material of the book should be suitable for a graduate-level course
in system identification. As a prerequisite for such a course, it is natural, although
not absolutely necessary, to require that the student should be somewhat familiar
with dynamical systems and stochastic signals. The manuscript has been used as
a text for system identification courses at Stanford University, the Massachusetts
Institute of Technology, Yale University, the Australian National University and the
Universities of Lund and Linkoping. Course outlines, as well as a solutions manual
for the problems, are available from the publisher.

The existing literature on system identification is indeed extensive and virtually
impossible to cover in a bibliography. In this book I have tried to concentrate on
recent and easily available references that I think are suitable for further study, as
well as on some earlier works that reflect the roots of various techniques and results.
Clearly, many other relevant references have been omitted.

Some portions of the book contain material that is directed more toward the
serious student of identification theory than to the user. These portions are put
either in appendixes or in sections and subsections marked with an asterisk ().
While occasional references to this material may be encountered, it is safe to regard
it as optional reading; the continuity will not be impaired if it is skipped.

The problem sections for each chapter have been organized into four groups
of different problem types:




Preface to the First Edition

G problems: These could be of General interest and it may be worthwhile to
browse through them, even without intending to solve them.

E problems: These are regular pencil-and-paper Exercises to check the basic
techniques of the chapter.

T problems: These are Theoretically oriented problems and typically more
difficult than the E problems.

D problems: In these problems the reader is asked to fill in technical Details
that were glossed over in the text.
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amples in this book have been computed using MathWork’s SYSTEM IDENTIFICATION
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http://www.control.isy.liu.se/~1ljung/sysid

Readers are invited to this home page also for other material of interest to
users of System Identification.
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Operators and Notational Conventions

arg(z) = argument of the complex number z
arg min f(x) = value of x that minimizes f(x)

xny € AsF(n, m): sequence of random variables xy converges in distribution to
the F-distribution with n and m degrees of freedom

xn € AsN(m, P): sequence of random variables xy converges in distribution to
the normal distribution with mean m and covariance matrix P;see (1.17)

Ay € Asxi(n): sequence of random variables xy converges in distribution to
the x2 distribution with n degrees of freedom

Cov x = covariance matrix of the random vector x; see (1.4)

det A = determinant of the matrix A

dim @ = dimension (number of rows) of the column vector ¢

Ex = mathematical expectation of the random vector x; see (1.3)

— 1
Ex(t) = limy»co SN Ex(1);see (2.60)

O(x) = ordo x: function tending to zero at the same rate as x
o(x) = small ordo x: function tending to zero faster than x

x € N(m, P): random variable x is normally distributed with mean m and
covariance matrix P;see (1.6)

Re z = real part of the complex number z

R(f) = range of the function f = the set of values that f(x) may assume

R? = Euclidian d-dimensional space

x = sol{f(x) = 0): x is the solution (or set of solutions) to the equation
fx)=0

tr(A) = trace (the sum of the diagonal elements) of the matrix A

Var x = variance of the random variable x

A~! = inverse of the matrix A

AT = transpose of the matrix A

A~T = transpose of the inverse of the matrix A

Z = complex conjugate of the complex number z

(superscript * is not used to denote transpose and complex conjugate: it is used
only as a distinguishing superscript)

Yo =), y(s +1), -+, y()}




xxii Operators and Notational Conventions

yo={M), yQ), - y1)}

Uy (w) = Fourier transform of "V ; see (2.37)

Ry(z) = Ev(t)v7(t — 1); see (2.61)

Rouw(1) = Es()wT(z — 1); see (2.62)

@, (w) = spectrum of v = Fourier transform of R, (7); see (2.63)

Dy (w) = cross spectrum between s and w = Fourier transform of R, (t); see

(2.64)
RN(r) = %}— Eﬁ__l s(0)sT(t — 1); see (6.10)

V() = estimate of the spectrum of u based on ¥ : see (6.48)

t(t|t — 1) = prediction of v(¢) based on v'~!

d . .
7 V(0) = gradient of V(@) with respect to 8: a column vector of dimension

dim & if V is scalar valued
V’'(0) = gradient of V with respect to its argument
£.(e,0) = partial derivative of £ with respect to &
d:j = Kronecker’s delta: zero unless i = jf
8(k) = ko
B(6o, £) = ¢ neighborhood of 8, : {#]16 — 6| < ¢}

= = the left side is defined by the right side
| - | = (Euclidian) norm of a vector
|l - I| = (Frobenius) norm of a matrix (see 2.91)

SYMBOLS USED IN TEXT

This list contains symbols that have some global use. Some of the symbols may have
another local meaning.
Dy = set of values over which 6 ranges in a model structure. See (4.122)
D, = set into which the §-estimate converges. See (8.23)
e(t) = disturbance at time 1; usually {e(t), ¢ =1, 2, ...} is white noise (a sequence
of independent random variables with zero mean values and variance A)
eo(t) = “true” driving disturbance acting on a given system S; see (8.2)

fe(x), fe(x,0) = probability density function of the random variable e; see (1.2)
and (4.4)

G(g) = transfer function from u to y; see (2.20)

G(q,0) = transfer function in a model structure, corresponding to the parameter
value 6; see (4.4)

Go(q) = “true” transfer function from u to y for a given system; see (8.7)
G n(g) = estimate of G(g) based on ZV
G*(q) = limiting estimate of G(q); see (8.71)
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G ~(g) = difference éN(q) — Golg);see (8.15)

G = set of transfer functions obtained in a given structure; see (8.44)

H(q), H(g,9), Hy(q), fiN(q), H*(q), Hy (@), H: analogous to G but for the
transfer function from e to y

L(g) = prefilter for the prediction errors; see (7.10)

£(e), £(¢,9), £(s, t, 8) = norm for the prediction errors used in the criterion; see
(7.11), (7.16), (7.18)

M = model structure (a mapping from a parameter space to a set of models); see
(4.122)

M(8) = particular model corresponding to the parameter value ; see (4.122)

M* = set of models (usually generated as the range of a model structure); see
(4.118).

Py = asymptotic covariance matrix of 8; see (9.11)

g, q~! = forward and backward shift operators; see (2.15)
S = “the true system;” see (8.7)

T(g) = [G(g) H(qg)]; see (4.109)

T(q,6), To(q), Tv(q), Tn(q) = analogous to G and H
u(t) = input variable at time ¢

VN (8, ZN) = criterion function to be minimized; see (7.11)
V(6) = limit of criterion function; see (8.28)

v(t) = disturbance variable at time ¢

w(t) = usually a disturbance variable at time #; the precise meaning varies with
the local context

x(t) = state vector at time ¢; dimension = n
y(t) = output variable at time ¢

$(210) = predicted output at time ¢ using a model M(6) and based on Z*~1; see
(4.6)

2 =[y@) u()]";see(4.113)
ZV = (u(0), y(0), ..., u(N), y(N)}
&(t, 8) = prediction error y(t) — y(¢|0)

A = used to denote variance; also, in Chapter 11, the forgetting factor; see (11.6),
(11.63)

6 = vector used to parametrize models; dimension = d see (4.4), (4.5), (5.66)
éN, Gy, OF, éN = analogous to G

¢(t) = regression vector at time ¢; see (4.11) and (5.67)

Xot) = [u(t) eo(r)]";see (8.14)

¥ (t, 8) = gradient of $(¢|8) with respect to 8; a d-dimensional column vector;
see (4.121¢)

£(1), £(t, 8) = “the correlation vector” (instruments); see (7.110)
T'(q, 6) = gradient of T (q, §) with respect to 8 (a d x 2 matrix); see (4.125)

1 N




xxiv Operators and Notational Conventions

ABBREVIATIONS AND ACRONYMS

ARARX: See Table 4.1

ARMA: AutoRegressive Moving Average (see Table 4.1)
ARMAX: AutoRegressive Moving Average with eXternal input (see Table 4.1)
ARX: AutoRegressive with eXternal input (see Table 4.1)
BJ: Box-Jenkins model structure (see Table 4.1)

ETFE: Empirical Transfer Function Estimate; see (6.24)
FIR: Finite Impulse Response model (see Table 4.1)

IV: Instrumental variabies (see Section 7.6)

LS: Least Squares (see Section 7.3)

ML: Maximum Likelihood (see Section 7.4)

MSE: Mean Square Error

OE: Output error model structure (see Table 4.1)

PDF: Probability Density Function

PEM: Prediction-Error Method (see Section 7.2)

PLR: PseudoLinear Regression (see Section 7.5)

RIV: Recursive IV (see Section 11.3)

RLS: Recursive LS (see Section 11.2)

RPEM: Recursive PEM (see Section 11.4)

RPLR: Recursive PLR (see Section 11.5)

SISQ: Single Input Single Output

w.p.: with praobability

w.p. 1. with probability one; see (1.15)

w.r.t.: with respect to
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