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Thermodynamic Methods for
the Study of Interfacial Regions
in Electrochemical Systems

ROGER PARSONS

1. Introduction

Thermodynamics is concerned with the relations between the obscrvable
properties of macroscopic pieces of matter. It is essentially an empirical science
based on accumulated experience of the behavior of real systems. Its great
utility is due to the fact that it enables information derived from experiment to
be presented in a form which may be more readily understandable than the
experimental results themselves. This transformation of information may be
done without a detailed knowledge of the structure of the system being studied.
Conversely, if no information about structure is contained in the original
experimental data, no such information can be obtained by the operation of
thermodynamic transformations on these data.

This chapter is concerned with the deduction of information about the
composition of interfacial regions from a property such as the interfacial
tension in a liquid system together with a knowledge of the equilibrium pro-
perties of the adjoining bulk phases. This particular transformation of in-
formation may be claimed as the most remarkable of the applications of classical
thermodynamics. The technique by which this may be carried out was developed

ROGER PARSONS ¢ Laboratoire d’Electrochimie Interfaciale du C.N.RS., 92190
Meudon, France, . )
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2 ROGER PARSONS

first by Gibbs'?? in 1878 in his comprehensive paper “On the Equilibrium of
Heterogeneous Substances.” He used the device of representing the real system
(which consists of two bulk phases with an interphase between them) by an
equivalent system in which the properties of the adjoining phases remain con-
stant up to a mathematical plane, the interface, separating them. All differences
of properties between the real system and this model system were then ascribed
to the interface. This approach is often considered to be too abstract and
certainly runs into difficulties when the interphase is curved or not at equilib-
rium.® Nevertheless, for a plane interphase, at equilibrium, the deductions from
the Gibbs model are identical with those made from a model using an interfacial
region of finite thickness,®* and there is good reason to believe that they are
completely. correct. Gibbs’ method was devised with great ingenuity at a time
when little was known about the real thickness of interfacial regions and it is
“independent of this  knowledge. However, the.finite interphase “method is
probably easier to understand, as well as being capable of wider application;
consequently this approach will be used in the present chapter.

The use of a model having an interphase of finite thickness also has ad-
vantages in the discussion of systems containing charged particles because of the
long-range character of electrostatic forces. The region of inhomogeneity in such
systems thus tends to be of greater extent than in the absence of particles carrying
a net electric charge. It is possible for these inhomogeneous regions to become
macroscopic, if the phases are poor conductors or if macroscopic pieces of
matter carry finite charge. Under the latter condition the forces between pieces of
charged matter become very large indeed, as illustrated dramatically by Feyn-
man.® It is unusual to carry out electrochemical experiments using pieces of
matter which bear a net charge, partly because large energies are required to
create these charges. Consequently, it will be assumed here that there is no
macroscopic separation of charge, although of course there is-often free move-
ment of charge within a phase as well as across an interphase.

Although Gibbs provided the basic foundation for the thermodynamic
interpretation of interfacial phenomena, the application of his principles to
charged interfaces has been the subject of much discussion in particular situa-
tions. In fact, the equation summarizing theé most important characteristic of an
electrochemical interphase was derived by Lippmann‘® even before Gibbs’
work was published [Eq. (3.72)]. His derivation assumed that no charge transfer
across the interface occurs; this situation has come to be known as an ideal
polarized or blocked interface. The distinction between the ideal polarized inter-
face and other types of interface, across which charge transfer can occur, has fed
to some controversy as to whether there is a difference in kind, or merely a
difference in degree. In fact, the different points of view lead to the same practical
results; an illustration of the lack of dependence of thermodynamics on the model
adopted. Frumkin™ seems to have been the first to show clearly that the ideal
polarized interface is a limiting case of the interface with charge transfer. Later,.
Grahame™ showed, in an illustrative and quantitative way, the reasons for the
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existence of this limiting case, although in his thermodynaimnic analysis® he
followed to a large extent the work of Koenig,”® who assumed the existence of a
physical barrier to charge transfer.

The reasons for the absence of fiu.ite charge transfer may be illustrated by
considering, as an example, mercury in contact with aqueous KCl. The possible
reactions which would transfer charge across the interphase are

Hg < 4Hg,2* + e (.n
KHg)=K* +¢ (1.2)

Cl- 24Cl, + ¢ 1.3)
JH; + OH" 2 H,0 + e (1.4)

each reaction being written in the standard way with the electron on the right-
hand side. From the Nernst equation and the known standard electrode poten-
tials, it is possible to calculate the concentration of the minority component in
each couple at any given electrode potential. This has been done in Table 1
for two potentials, —0.2 and 0.8 V, with respect to the hydrogen electrode
potential; the activities of Hg, KCl, and H,O were assumed to be unity for each
reaction. From these results it is then possible to find the charge required to
change the concentration of the minority species from its equilibrium value at
—0.2 V to the equilibrium value at —0.8 V if an assumption is made about the
volume of the bulk phases. Here it is assumed that the volume of each bulk phase
is 107* m?® (100 cm?). This charge is tabulated i. the last column of Table 1. It is
immediately evident that for the first three species the charge is extremely small
and probably undetectable in a normal experiment. Reactions (1.1), (1.2), and
(1.3) are fast reactions and this estimate is reliable. In contrast, reaction (1.4) is a
very slow reaction at this interface and it will not come to equilibrium in the
normal time scale. At —0.8 V the current due to this reaction would be about
0.04 A m~2. This is sufficiently small for its effect on the interfacial properties to
be neglected. This example illustrates the thermodynamic [reactions (1.1), (1.2),
(1.3)] and kinetic [reaction (1.4)] reasons for the absence of significant charge
transfer. It confirms the view that the ideal polarized interface is a limiting case,

Table 1
Equilibrium Concentration of Species at the Interface Hg|KCl + H,0
at Two Different Potentials at 25°C and the Charge Required to Form
These Quantities in a Volume of 10~ 4 m3

ER|V
Concentration .
of minority species -0.2v —0.8V Q/C
{Hg,2*}/mol m=3 36x 10°% 19 x 10°% 69 x 104
[K(Hg)}/mol m~3 5 x 10-2¢ 7 x 1074 6.7 x 10-13
Peiy/atm 1.8 x 1079 95 x 108 1.5 x 10°%
Py, /atm 5.8 x 10° 1.11 x 1077 9.6 x 10%°
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not one for which some special mechanism must be invoked. In spite of this, it is
not incorrect to carry out the thermodynamic analysis as if there were a “ barrier”
at the interface which permits no charge to cross.

It is important to note that the concept of the ideal polarized interface in-
cludes the case where a Jocal transfer of charge can take place. For example, on a
platinum electrode at potentials up to about 300 mV positive of the equilibrium
hydrogen potential, hydrogen ions from the solution adsorb, reacting with
electrons from the metal to form essentially neutral hydrogen atoms. This
reaction which may be represented as

Hys. H* + ¢ (1.5)

is fast on platinum and so may be assumed to be in equilibrium except on very
short time scales. Although (1.5) is a chafge transfer reaction, it does not result in
the net transfer of charge from one bulk phase to the other, as do reactions
(1.4)«1.4). From the point of view of the externally observable parameters
which are used in a thermodynamic analysis, there is no distinction between the
adsorption of H™ in the ionic form or in the atomic form, because the difference
lies in the location of the charge within the interphase. This limiting case of charge
transfer can in fact be identified by other methods and it was clearly recognized
by Frumkin and his colleagues in their study of the platinum electrode in the
1930s.2% However, the concept of a partial charge transfer and the way in which
it enters the thermodynamic relations was enunciated by Lorenz and his co-
workers from 1961.2% :

In this chapter the derivation of the thermodynamic relations will be made
using the minimum of assumptions about the physical nature of the system.
Specific assumptions may then be introduced in order to apply this more general
treatment to specific physical situations, where other evidence indicates the
nature of the interphase. Thus the general treatment of Sections 2 and 3 is
followed by a series of more specific examples in Section 4 which illustrate the
application of the thermodynamic method.

2. Thermodynamics of a Single Bulk Phase Containing
Charged Particles C

At first sight the simplest expression for the energy U of the bulk region of a
single phase which may undergo thermal, mechanical, and matter exchange with
its surroundings is

dU = TdS — pdV + > ji dm, .1
i

where T is the temperature, S the entropy, p the pressure, V' the volume, m; the
amount of species i in the phase, g, is the electrochemical potential of species / if
it carries a charge and the chemical potential if it carries no charge. The summa-
tion in Eq. (2.1) includes all independent components in the phase; that is, all
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species whose concentration may be varied independently. It is usual to include
ionic species or electrons separately in this summation and then to impose
additionally the electroneutrality condition

z zm; = 0 2.2)

since, as discussed above, only electrically neutral systems occur under normal
conditions. The imposition of (2.2) allows any range of composition of positively
and negatively charged particles provided that there is not an excess of charge of
one sign.

However, the incorporation of Eq. (2.2) into Eq. (2.1) in a general way is
cumbersome starting from the concept of ions as independent components,
particularly when partial dissociation of some species exists in the sytem. Much
of this difficulty can be avoided by adopting a more operational approach in
terms of the amounts of species actually added to the phase when it is prepared.
These are always uncharged species, metals in an alloy or “salts” in an electro-
lyte (the term “salt” here includes any neutral combination of ions such as an
acid or a base as well as a conventional salt). Consequently, (2.1) may be re-
placed by

AU =TdS —pdV + 33 p,,dmy, (2.3)
i &k -

where u;, is the chemical potential of an uncharged species present in an
amount m; .. The sum is then over all components of the phase as defined in
conventional thermodynamics, which is one Jess than the sum in Eq. 2.D). Itis
evident that this reduction in the number of components is a result of the fact
that (2.3) includes the electroneutrality condition; in other words, 23)is a
solution for (2.1) and (2.2). The species indicated by the subscript j, k may be a
species which does not dissociate into ions or one which dissociates into two or
more kinds of ions. Strictly speaking, therefore, a varying number of subscripts
would be required to indicate these possibilities. The use of two subscripts covers
the commonest case of two kinds of ions. Nondissociating species will be in-
dicated by putting k = 0. It will be assumed that there are J types of cations, K
types of neutral species and J, — J types of nondissociating species. Thus the
summation covers the range 1 <j<Jh,0<k<K although not every com-
bination of cation and anion is necessarily present; some of the m, may be zero.

If the species denoted by the subscript j, k dissociates into species carrying
25, 2 unit charges, this species may be regarded as being composed of v,
positively charged particles and vr,; negatively charged particles. In metallic
phasesv;, = landyv,; = z, the number of electrons assumed to be produced by
each metal atom (this number is arbitrary and may be taken as 1 or the con-
ventional valency of the metal without affecting the thermodynamic argument).
However, in electrolytes the relation between the charge number and the number
of ions in the salt is not quite so simple, although it must always satisfy the

ZWiy = —Zivy 24)
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A given ion may be present in more than one salt so that the relation between the m;
in Eq. (2.1) and the m,, in Eq. (2.3) has the form

k=K

m = Z Vi 2.5)
k=1
for the cations, or
i=J
m = Vie My 2.6)
£
and
m = my,o @7

for the nondissociating species. There are consequently J, + K chemical
species present in the phase, which as a result of the electroneutrality condition
correspond to J, + K — | components.

It is convenient to define thermodynamic functions other than the energy.
For a bulk phase, these are the enthalpy, H, the Helmholtz energy, A4, and the
Gibbs energy, G. These are defined by

H=U+pV (2.8)
A=U-TS 29
G=H-TS (2.10)
and it then follows from Eq. (2.3) that
I I=Jo k=K
dH = TdS + Vdp + 2 > pycdmy, @11
=1 k=0
i=Jo k=K
dA = — SdT —pdV + > > pydmy, (2.12)
J=1 k=0
f=io k=K
dG = —SdT+ Vdp+ > > pyudmy, (2.13)
=1 k=0

It is frequently convenient to express the equilibrium condition for a bulk
phase in terms of the variation of the intensive variables. Since Eq. (2.3) is a
complete differential, the standard technique of integrating with respect to the
extensive variables to yield

Jmlo k=K
U=TS—pV+ D D s 2.14)
#=1 k=0
then differentiating

) j=do k=K
dU=TdS+ SdT—pdV —Vdp+ > > (uudmy + myydugy)
§=1 k-0
(2.15)

P
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and finally, comparing (2.15) with (2.3) yields
1=Jo k=K
SdT —Vdp + > > mydp;, =0 (2.16)

j=1 k=0

This is the Gibbs-Duhem equation for this bulk phase.

3. Thermodynamics of an Interphase Containing Charged
Particles

3.1. The Basic Equation

An interphase may be treated in.a similar way to a bulk phase except that its
dimension in one direction is very small, being perhaps a few molecular diam-
eters, and the properties vary marked with position in this direction. Provided
that the radius of curvature is large, the interphase may be regarded as plane and
its energy then differs from that of a bulk phase by a term expressing the con-
tribution of changes of energy due to a change of the area of contact, 4,, of the
two phases. For a liquid/liquid interface, this energy contribution is y dA4,, where
y is the interfacial tension (“ edge” effects are eliminated by considering a section
of an interface in a larger system). Thus the energy is written as

F=Jo k=K

dUe =TdS? —pdVe + ydA, + 3 > pcdm’ (3.1

i=1 k=0
where the superscript o indicates interfacial properties; since the intensive
variables, T, p, and the y,, are uniform through a system at equilibrium, no
subscript is necessary for them.
The amounts of matter in the interphase, m, ,°, differ from those in a bulk
phase in that they arc usually far from uniformly distributed in the direction

ey

perpendicular to the interface does not prevent a discussion of this problem in
terms of equations like (3.1), but it may require special discussion when some of
the species present in one of the adjoining phases are not present in the other.
The way in which this may occur for charged species has been discussed in
Section | for the ideal polarized electrode. This situation may affect the number
of independent variables in the system of two phases with the intervening
interphase. It is therefore necessary to discuss the variance of such a system.

In a system of two phases « and 8 which contain, respectively, @ and b
components, it follows from (2.16) that there are @ + b + 4 independent in-
tensive variables when the phases are separate. However, the existence of two
equations like (2.16) means that the variance of the two separate phases is
a + b + 2. When the two phases are brought into contact and allowed to’
equilibrate this system as a whole is subject to a number of equilibrium condi-
tions. If no component is common to both phases the additional conditions are
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thermal equilibrium, hydrostatic cquilibrium, and electrostatic equilibrium. The
first and second conditions are expressed by the equality of temperature and
pressure of the two phases and the (plane) interphase. The third condition means
that there is a single electroneutrality condition for the system as a whole in
place of the two electroneutrality conditions for the two phases separately. Thus
in fact only one degree of freedom is eliminated and a + b + 3 intensive
variables remain. With the two Gibbs-Duhem equations for the separate phases
this means that the varianceisa + b + 1.

Charge transfer between the two phases may occur in two ways, either by
oxidation-reduction reactions, like Fe?* == Fe®* 4 ¢, between components
which are present in only one phase, or by the transfer of a charged component
from one phase to the other; like Fe?* (m) = Fe2* (s). If there are g types of
charge transfer reaction of the first kind, then there are g equilibrium conditions
and the variance is reduced to @ + b + 1 — g. The second kind of charge
transfer requires the presence of components common to both phases. If there
are ¢ such components then there are @’ + ¢ = @ components in phase « and
b" + ¢ = b components in phase 8. In the two phases separately there are then
a' + b + 2c + 4 intensive variables which on contact are reduced by 3 ac-
cording to the thermal, hydrostatic, electrostatic, and Gibbs—Duhem conditions-
described above, but also by ¢ conditions because of the identity of the ¢ com-
ponent in the two phases. The variance thus becomes @’ + & + ¢ + 1, and in
general for both kinds of charge transfer equilibrium and for the absence of
charge transfer equilibrium the variance is C + 1 — g, where C is the total
number of components in the two-phase system as a whole, the components
being defined as neutral species in the way described in the previous section. If
ionic components (described by m,) are chosen the total number will be C’ =
C + 2 and the variantce is then C" — 1 — g. The summation in Eq. (3.1) will then
consist of C — 1 — g {or C’' — 3 — g) independent terms whereas it is written
with C terms.

In the simplest example of a nonpolarizable interface there is one method of
charge transfer and g = 0 or 1, the dependent terms are then eliminated by using
the Gibbs-Duhem equation for the two bulk phases. If ¢ > 1 there are relations
between chemical potentials of species within each phase due to the oxidation—
reduction equilibrium. The presence of such multiple equilibria does not bring
any new features to the interfacial problem and it will not be discussed further here.

When charge transfer across the interphase occurs by only one specnes of
reaction, it is convenient to separate the sum in Eq. (3.1) into two parts corre-
sponding to the two phases adjoining the interphase. Many such systems are
composed of an electronic conductor « and an ionic conductor g8; for such a
system (3.1) may be written

== i=Jo8 k=K
dU® = TdS° —pdV° + ydA, + > p, . dm,, + Z Z ik dmy
i=1 i=1 k=0
32
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since electrons are the only negatively charged species which need to be con-
sidered in phase & and no uncharged component j, k is common to both phases.

This equation may be used in this form; if this is done the potential differ-
ence E across the interface (measured with respect to an electrode reversible
with respect to an ionic species in phase B) is a dependent variable, controlled
by the charge transfer equilibrium across the interface. On the other hand, it is
also useful to introduce this charge transfer equilibrium explicitly and to replace
one of the chemical potentials with the electrical potential. In order to do this,
it is necessary also to specify the ion in phase 8 to which the reference electrode
is reversible. It will be assumed here that this is the ion N, which for convenience
is taken to be an anion, while the equilibrium reaction in the interphase under
study involves the cation M. The assumption that M and N have charges of
different sign is not necessary; they may both be cations or both anions. How-
ever, if M and N are identical, it follows immediately that E is zero or constant
and no useful information can be obtained by using this quantity.

If the interfacial reaction consists of the transfer of the ion M** between
the phases, the equilibrium condition is

Pmz+ & = [1“:+6 (33)
which may also be written
By =~ Zufie™ = pa,n® — (Zm/2n)itn" (3.4)
whence
Zuliin®lzn — %) = pun® — pa® (3.5)

The quantity in brackets on the left-hand side of (3.5) will be defined as Fe,
where F is Faraday’s constant. ¢ is a quantity directly related to the potential
difference £ between the terminals of the cell by the relation

e=E+ K (3.6)

where K is a sum of chemical potentials of the components of the reference
electrode and is independent of the composition of the phases « and 8. Thus

z2ufe = pun’ — pn® (3-,7)
The terms in the species M, N and M may then be extracted from (3.2),
pv® dmy® + uy x® dmy ° (3.8)
and in view of (3.7) may be rewritten in the form
—ZukFe dmy® + pog N d(my® + myy°) 3.9)

The second term may be regarded as expressing the change in energy consequent
on a change of the total amount of M=+ in the interphase, which can be denoted
by ms\°, '

—2yuFe dmy® + pynf dmsy’® (3.10)
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Note that in writing (3.4) it has been implicitly assumed that M, N is the only
species containing M in phase B. (This assumption can be dropped at the
expense of some further algebra.) The total amount of M in the interphase is a
well-defined quantity independent of the state of the charge transfer reaction, or
the distribution of ¢harge in the interphase. However, m,“ is not so well defined
because the amount of M (as metal atoms) does depend on the state of the charge
transfer reaction. If it is assumed that the charge distribution in the interphase
can be expressed in terms of an excess or deficiency of electrons on the side of
the interphase adjoining phase « and a deficiency or excess of N ions on the side
adjoining phase B, this may be related to my”. Since all other components are
considered to be present always in electrically neutral groups j, k, then zymy”
may be taken to represent the excess of electrons on the phase « side of the inter-
phase. This contributes a charge Q* given by

Q% = —zyFmy® 3.11)

This is necessarily equal and opposite to the charge on the phase 8 side of the
interphase represented by the N ions:

QF = — Q% = zyFmy’ (3.12)

It must be noted first that this definition of charge has a formal character and

second that it depends on the nature of the ion N to which the reference electrode

is reversible, because this affects the division of the total amount of M** in the

interphase into a part on the « side of the interphase and a part on the g side.
The full equation (3.2) may now be written in the form

j=Jo-1 k=K-1

i=Je-1
dU° = TdS® — pdV° + ydA, D pcdm 0 + > wuldme
1=1

+ edQ% + pun dMsn’ (3.13)

A similar modification can be made if the interfacial reaction is an oxidation-
reduction reaction, represented by

M2+ 2 M@+ e (3.14)
The equilibrium condition is
fne+? = phern + B (3.15)
which may be written
' phes N+ " = phesne y — fn’[2y (3.16)

where N is again the ion (assumed to be an anion) in equilibrium with the
reference electrode. Thus

Fe = (—;INB/ZN — ) = ;Lg,u‘N - }Lg[(z+1)+_N 3.17)
The terms extracted from (3.2) are now

e N dm. . o~ + fri VN dmy+ DN 3.18)
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-which with (3.17) may be written
—Fe dmg,,(zfln_N + ﬂ&:f_N deM (3]9)

where it is assumed that the ion M exists in the interphase only in the two forms
taking part in the oxidation-reduction reaction (3.14). Thus again in (3.19) the
second term represents the effect on the energy of variation in the total amount
of M in the interphase. The first term may be regarded as expressing the effect of
excess of unit positive charges on the phase B side of the interphase or

QB = Fmgd(z+1)+'N (320)

so that when (3.19) is put back into Eq. (3.2) a form equivalent to (3.13) is
obtained: ’

i=j* j=Jlo % k=K-1

du’ = Tds° - pdV” + ydAs + Z l‘j.e'x dmi.ea + Z :u'i.kﬁ dmi.ka
i-1 k=0

+ ¢ an + HEMeE+r 1+ N dsza (32])

J=J+1

the difference being that, here, two terms are lost from the sum for phase B and
none from the sum for phase « instead of one from each.

The ideal polarized interface is a special case of the two types of non-
polarizable discussed above. If it is assumed that in (3.13), my® — 0, the possi-
bility of charge transfer vanishes. This causes modifications in the last two
terms of (3.13). At first sight it would appear from (3.11) that Q* also vanishes:
however, it must be noted that this quantity actually represents the excess of
electrons on the phase « side of the interphase. This in fact does not vanish as
my® — 0, but becomes more precisely interpretable as a physical charge because
there is no longer any ambiguity about the location of the M=+ ions, since they
may all be attributed to the phase £ side of the interphase. At the same time the
last term of (3.13) expresses simply the effect of a change of the amount of MN
on the phase side of the interphase.

Similar changes occur in (3.21) if the corresponding assumption is made,
namely, that the concentration m&e:+ 14 — 0. Again the possibility of charge
transfer vanishes and again the interpretation of the last two terms is modified.
Q” remains finite and becomes clearly related to a physical charge on the B phase
side of the interphase because it represents the excess of unit positive charges.
At the same time myy” reduces to my,n°. Consequently, both (3.13) and (3.21)
lead to the basic result

f=Jo~1k=K-1
dU° =TdS° — pdV° + ydA, + «dQ* + D> D mwdm,’ (3.22)
=1 k=0
in which the concentration terms for both phases are regrouped together and
the sum covers all but one of the neutral components of the two bulk phases.
If one of the terms of this sum is given the interpretation of the last term of
(3.13) or that of the last term of (3.21), then it is possible to use the form (3.22)



