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Preface

A consequence of the revolutionary advances in microelectronics is that prac-
tically all control systems constructed today are based on microprocessors and
sophisticated microcontrollers. By using computer-controlled systems it is pos-
sible to obtain higher performance than with analog systems, as well as new
functionality. New software tools have also drastically improved the engineering
efficiency in analysis and design of control systems.

Goal of the book This book provides the necessary insight, knowledge, and

understanding required to effectively analyze and design computer-controlled
systems.

The new edition This third edition is a major revision based on the advances
in technology and the experiences from teaching to academic and industrial
audiences. The material has been drastically reorganized with more than half
the text rewritten. The advances in theory and practice of computer-controlled
systems and a desire to put more focus on design issues have provided the
motivation for the changes in the third edition. Many new results have been
incorporated. By ruthless trimming and rewriting we are now able to include
new material without increasing the size of the book. Experiences of teaching
from a draft version have shown the advantages of the changes. We have been
very pleased to note that students can indeed deal with design at a much earlier
stage. This has also made it possible to go much more deeply into design and
implementation.

Another major change in the third edition is that the computational tools
MATLAB® and SIMULINK® have been used extensively. This changes the peda-
gogy in teaching substantially. All major results are formulated in such a way
that the computational tools can be applied directly. This makes it easy to deal
with complicated problems. It is thus possible to deal with many realistic design
issues in the courses. The use of computational tools has been balanced by a
strong emphasis of principles and ideas. Most key results have also been illus-

trated by simple pencil and paper calculations so that the students understand
the workings of the computational tools.

vii



viii Preface
Outline of the Book

Background Material A broad outline of computer-controlled systems is
presented in the first chapter. This gives a historical perspective on the devel-
opment of computers, control systems, and relevant theory. Some key points of

the theory and the behavior of computer-control systems are also given, together
with many examples.

Analysis and Design of Discrete-Time Systems It is possible to make dras-
tic simplifications in analysis and design by considering only the behavior of the
system at the sampling instants. We call this the computer-oriented view. It is
the view of the system obtained by observing its behavior through the numbers
in the computer. The reason for the simplicity is that the system can be de-
scribed by linear difference equations with constant coefficients. This approach
is covered in Chapters 2, 3, 4 and 5. Chapter 2 describes how the discrete-time
systems are obtained by sampling continuous-time systems. Both state-space
models and input-output models are given. Basic properties of the models are
also given together with mathematical tools such as the z-transform. Tools for
analysis are presented in Chapter 3.

Chapter 4 deals with the traditional problem of state feedback and ob-
servers, but it goes much further than what is normally covered in similar
textbooks. In particular, the chapter shows how to deal with load disturbances,
feedforward, and command-signal following. Taken together, these features give
the controller a structure that can cope with many of the cases typically found
in applications. An educational advantage is that students are equipped with
tools to deal with real design issues after a very short time.

Chapter 5 deals with the problems of Chapter 4 from the input-output
point of view, thereby giving an alternative view on the design problem. All
issues discussed in Chapter 4 are also treated in Chapter 5. This affords an
excellent way to ensure a good understanding of similarities and differences
between state-space and polynomial approaches. The polynomial approach also
makes it possible to deal with the problems of modeling errors .and robustness,
which cannot be conveniently handled by state-space techniques.

Having dealt with specific design methods, we present general aspects of
the design of control systems in Chapter 6. This covers structuring of large
systems as well as bottom-up and top-down techniques.

Broadening the View Although many issues in computer-controlled systems
can be dealt with using the computer-oriented view, there are some questions
that require a detailed study of the behavior of the system between the sam-
pling instants. Such problems arise naturally if a computer-controlled system is
investigated through the analog signals that appear in the process. We call this
the process-oriented view. It typically leads to linear systems with periodic coef-
ficients. This gives rise to phenomena such as aliasing, which may lead to very
undesirable effects unless special precautions are taken. It is very important to
understand both this and the design of anti-aliasing filters when investigating
computer-controlled systems. Tools for this are developed in Chapter 7.
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When upgrading older control equipment, sometimes analog designs of
controllers may be available already. In such cases it may be cost effective to
have methods to translate analog designs to digital control directly. Methods for
this are given in Chapter 8.

Implementation It is not enough to know about methods of analysis and de-
sign. A control engineer should also be aware of implementation issues. These
are treated in Chapter 9, which covers matters such as prefiltering and compu-
tational delays, numerics, programming, and operational aspects. At this stage

the reader is well prepared for all steps in design, from concepts to computer
implementation.

More Advanced Design Methods To make more effective designs of con-
trol systems it is necessary to better characterize disturbances. This is done in
Chapter 10. Having such descriptions it is then possible to design for optimal
performance. This is done using state-space methods in Chapter 11 and by using
polynomial techniques in Chapter 12. So far it has been assumed that models
of the processes and their disturbances are available. Experimental methods to
obtain such models are described in Chapter 13.

Prerequisites

The book is intended for a final-year undergraduate or a first-year graduate
course for engineering majors. It is assumed that the reader has had an intro-

ductory course in automatic control. The book should be useful for an industrial
audience.

Course Configurations

'The book has been organized so that it can be used in different ways. An in-
troductory course in computer-controlled systems could cover Chapters 1, 2, 3,
4, 5, and 9. A more advanced course might include all chapters in the book A
course for an industrial audience could contain Chapters 1, parts of Chapters
2,3, 4, and 5, and Chapters 6, 7, 8, and 9. To get the full benefit of a course, it
is important to supplement lectures with problem-solving sessions, simulation
exercises, and laboratory experiments.

Computational Tools

Computer tools for analysis, design, and simulation are indispensable tools
when working with computer-controlled systems. The methods for analysis and
design presented in this book can be performed very conveniently using MaT-
LAB®. Many of the exercises also cover this. Simulation of the system can sim-
ilarly be done with Simnon® or SIMULINK®. There are 30 figures that illus-
trate various aspects of analysis and design that have been performed using
MaTLAB®, and 73 figures from simulations using SIMULINK®. Macros and m-
files are available from anonymous FTP from ftp.control.1lth.se, directory
/pub/books/ccs. Other tools such as Simnon® and Xmath® can be used also.
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Supplements

Complete solutions are available from the publisher for instructors who have
adopted our book. Simulation macros, transparencies, and examples of exami-
nations are available on the World Wide Web at http://www.control.lth.se;
see Education/Computer-Controlled Systems.

Wanted: Feedback

As teachers and researchers in automatic control, we know the importance of
feedback. Therefore, we encourage all readers to write to us about errors, po-
tential miscommunications, suggestions for improvement, and also about what
may be of special valuable in the material we have presented.
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Computer Control

1.1 Introduction

Practically all control systems that are implemented today are based on com-
puter control. It is therefore important to understand computer-controlled sys-
tems well. Such systems can be viewed as approximations of analog-control
systems, but this is a poor approach because the full potential of computer con-
trol is not used. At best the results are only as good as those obtained with
analog control. It is much better to master computer-controlled systems, so that
the full potential of computer control can be used. There are also phenomena
that occur in computer-controlled systems that have no correspondence in ana-
log systems. It is important for an engineer to understand this. The main goal
of this book is to provide a solid background for understanding, analyzing, and
designing computer-controlled systems.

A computer-controlled system can be described schematicallyas in Fig. 1.1.
The output from the process y(t) is a continuous-time signal. The output is
converted into digital form by the analog-to-digital (A-D) converter. The A-D
converter can be included in the computer or regarded as a separate unit, ac-
cording to one’s preference. The conversion is done at the sampling times, £,.
The computer interprets the converted signal, {y(t;)}, as a sequence of num-
bers, processes the measurements using an algorithm, and gives a new se-
quence of numbers, {u(¢;)}. This sequence is converted to an analog signal by
a digital-to-analog (D-A) converter. The events are synchronized by the real-
time clock in the computer. The digital computer operates sequentially in time
and each operation takes some time. The D-A converter must, however, produce
a continuous-time signal. This is normally done by keeping the control signal
constant between the conversions. In this case the system runs open loop in
the time interval between the sampling instants because the control signal is
constant irrespective of the value of the output.

The computer-controlled system contains both continuous-time signals and
sampled, or discrete-time, signals. Such systems have traditionally been called
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u(t) y(t)
=1 Process

w1 A-D 'Algorithm D-A

Figure 1.1 Schematic diagram of a computer-controlled system.

sampled-data systems, and this term will be used here as a synonym for com-
puter-controlled systems.

The mixture of different types of signals sometimes causes difficulties. In
most cases it is, however, sufficient to describe the behavior of the system at
the sampling instants. The signals are then of interest only at discrete times.
Such systems will be called discrete-time systems. Discrete-time systems deal
with sequences of numbers, so a natural way to represent these systems is to
use difference equations.

The purpose of the book is to present the control theory that is relevant to
the analysis and design of computer-controlled systems. This chapter provides
some background. A brief overview of the development of computer-control tech-
nology is given in Sec. 1.2. The need for a suitable theory is discussed in Sec. 1.3.
Examples are used to demonstrate that computer-controlled systems cannot be
fully understood by the theory of linear time-invariant continuous-time systems.
An example shows not only that computer-controlled systems can be designed
using continuous-time theory and approximations, but also that substantial im-
provements can be obtained by other techniques that use the full potential of
computer control. Section 1.4 gives some examples of inherently sampled sys-

tems. The development of the theory of sampled-data systems is outlined in
Sec. 1.5.

1.2 Computer Technology

The idea of using digital computers as components in control systems emerged
around 1950. Applications in missile and aircraft control were investigated first.
Studies showed that there was no potential for using the general-purpose digital
computers that were available at that time. The computers were too big, they
consumed too much power, and they were not sufficiently reliable. For this
reason special-purpose computers—digital differential analyzers (DDAs)—were
developed for the early aerospace applications.



Sec. 1.2 - Computer Technology 3

The idea of using digital computers for process control emerged in the
mid-1950s. Serious work started in March 1956 when the aerospace company
Thomson Ramo Woodridge (TRW) contacted Texaco to set up a feasibility study.
After preliminary discussions it was decided to investigate a polymerization
unit at the Port Arthur, Texas, refinery. A group of engineers from TRW and
Texaco made a thorough feasibility study, which required about 30 people-years.
A computer-controlled system for the polymerization unit was designed based
on the RW-300 computer. The control system went on-line March 12, 1959. The
system controlled 26 flows, 72 temperatures, 3 pressures, and 3 compositions.
The essential functions were to minimize the reactor pressure, to determine
an optimal distribution among the feeds of 5 reactors, to control the hot-water
inflow based on measurement of catalyst activity, and to determine the optimal
recirculation.

The pioneering work done by TRW was noticed by many computer manu-
facturers, who saw a large potential market for their products. Many different
feasibility studies were initiated and vigorous development was started. To dis-
cuss the dramatic developments, it is useful to introduce six periods:

Pioneering period ~ 1955
Direct-digital-control period ~ 1962
Minicomputer period =~ 1967
Microcomputer period ~ 1972
General use of digital control ~ 1980
Distributed control ~ 1990

It is difficult to give precise dates, because the development was highly di-
versified. There was a wide difference between different application areas and
different industries; there was also considerable overlap. The dates given refer
to the emergence of new approaches.

Pioneering Period

The work done by TRW and Texaco evoked substantial interest in process in-
dustries, among computer manufacturers, and in research organizations. The
industries saw a potential tool for increased automation, the computer indus-
tries saw new markets, and universities saw a new research field. Many feasi-
bility studies were initiated by the computer manufacturers because they were
eager to learn the new technology and were very interested in knowing what a
proper process-control computer should look like. Feasibility studies continued
throughout the sixties.

The computer systems that were used were slow, expensive, and unreliable.
The earlier systems used vacuum tubes. Typical data for a computer around
1958 were an addition time of 1 ms, a multiplication time of 20 ms, and a mean
time between failures (MTBF) for a central processing unit of 50-100 h. To make
full use of the expensive computers, it was necessary to have them perform many



