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We would like to dedicate this book to the memories of our parents Victor G. Bruce and

Nancy C. Bruce, who cultivated a passion for math and science; and to our early men-

tors John W. Tukey and Julian Simon, and our lifelong friend Geoff Watson, who helped
inspire us to pursue a career in statistics.



Preface

This book is aimed at the data scientist with some familiarity with the R program-
ming language, and with some prior (perhaps spotty or ephemeral) exposure to sta-
tistics. Both of us came to the world of data science from the world of statistics, so we
have some appreciation of the contribution that statistics can make to the art of data
science. At the same time, we are well aware of the limitations of traditional statistics
instruction: statistics as a discipline is a century and a half old, and most statistics
textbooks and courses are laden with the momentum and inertia of an ocean liner.

Two goals underlie this book:

« To lay out, in digestible, navigable, and easily referenced form, key concepts from
statistics that are relevant to data science.

« To explain which concepts are important and useful from a data science perspec-
tive, which are less so, and why.

What to Expect

Key Terms

Data science is a fusion of multiple disciplines, including statistics, computer science,
information technology, and domain-specific fields. As a result, several different
terms could be used to reference a given concept. Key terms and their synonyms will
be highlighted throughout the book in a sidebar such as this.

Conventions Used in This Book

The following typographical conventions are used in this book:
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Italic
Indicates new terms, URLs, email addresses, filenames, and file extensions.

Constant width
Used for program listings, as well as within paragraphs to refer to program ele-
ments such as variable or function names, databases, data types, environment
variables, statements, and keywords.

Constant width bold
Shows commands or other text that should be typed literally by the user.

Constant width italic
Shows text that should be replaced with user-supplied values or by values deter-
mined by context.

This element signifies a tip or suggestion.

This element signifies a general note.

This element indicates a warning or caution.

\

Using Code Examples

Supplemental material (code examples, exercises, etc.) is available for download at
https://github.com/andrewgbruce/statistics-for-data-scientists.

This book is here to help you get your job done. In general, if example code is offered
with this book, you may use it in your programs and documentation. You do not
need to contact us for permission unless you're reproducing a significant portion of
the code. For example, writing a program that uses several chunks of code from this
book does not require permission. Selling or distributing a CD-ROM of examples
from O’Reilly books does require permission. Answering a question by citing this
book and quoting example code does not require permission. Incorporating a signifi-
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cant amount of example code from this book into your product’s documentation does
require permission.

We appreciate, but do not require, attribution. An attribution usually includes the
title, author, publisher, and ISBN. For example: “Practical Statistics for Data Scientists
by Peter Bruce and Andrew Bruce (O’Reilly). Copyright 2017 Peter Bruce and
Andrew Bruce, 978-1-491-95296-2”

If you feel your use of code examples falls outside fair use or the permission given
above, feel free to contact us at permissions@oreilly.com.

Safari® Books Online

-+ Safari Books Online is an on-demand digital library that deliv-
1 ¢l | ers expert content in both book and video form from the
world’s leading authors in technology and business.

Technology professionals, software developers, web designers, and business and crea-
tive professionals use Safari Books Online as their primary resource for research,
problem solving, learning, and certification training.

Safari Books Online offers a range of plans and pricing for enterprise, government,
education, and individuals.

Members have access to thousands of books, training videos, and prepublication
manuscripts in one fully searchable database from publishers like O’Reilly Media,
Prentice Hall Professional, Addison-Wesley Professional, Microsoft Press, Sams, Que,
Peachpit Press, Focal Press, Cisco Press, John Wiley & Sons, Syngress, Morgan Kauf-
mann, IBM Redbooks, Packt, Adobe Press, FT Press, Apress, Manning, New Riders,
McGraw-Hill, Jones & Bartlett, Course Technology, and hundreds more. For more
information about Safari Books Online, please visit us online.

How to Contact Us

Please address comments and questions concerning this book to the publisher:

O'Reilly Media, Inc.

1005 Gravenstein Highway North

Sebastopol, CA 95472

800-998-9938 (in the United States or Canada)
707-829-0515 (international or local)
707-829-0104 (fax)
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We have a web page for this book, where we list errata, examples, and any additional
information. You can access this page at http://bit.ly/practicalStats_for_DataScientists.

To comment or ask technical questions about this book, send email to bookques-
tions@oreilly.com.

For more information about our books, courses, conferences, and news, see our web-
site at http://www.oreilly.com.

Find us on Facebook: http://facebook.com/oreilly
Follow us on Twitter: http://twitter.com/oreillymedia

Watch us on YouTube: http://www.youtube.com/oreillymedia
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CHAPTER 1
Exploratory Data Analysis

As a discipline, statistics has mostly developed in the past century. Probability theory
—the mathematical foundation for statistics—was developed in the 17th to 19th cen-
turies based on work by Thomas Bayes, Pierre-Simon Laplace, and Carl Gauss. In
contrast to the purely theoretical nature of probability, statistics is an applied science
concerned with analysis and modeling of data. Modern statistics as a rigorous scien-
tific discipline traces its roots back to the late 1800s and Francis Galton and Karl
Pearson. R. A. Fisher, in the early 20th century, was a leading pioneer of modern sta-
tistics, introducing key ideas of experimental design and maximum likelihood estima-
tion. These and many other statistical concepts live largely in the recesses of data
science. The main goal of this book is to help illuminate these concepts and clarify
their importance—or lack thereof—in the context of data science and big data.

This chapter focuses on the first step in any data science project: exploring the data.
Exploratory data analysis, or EDA, is a comparatively new area of statistics. Classical
statistics focused almost exclusively on inference, a sometimes complex set of proce-
dures for drawing conclusions about large populations based on small samples. In
1962, John W. Tukey (https://en.wikipedia.org/wiki/John_Tukey) (Figure 1-1) called
for a reformation of statistics in his seminal paper “The Future of Data Analysis”
[Tukey-1962]. He proposed a new scientific discipline called data analysis that
included statistical inference as just one component. Tukey forged links to the engi-
neering and computer science communities (he coined the terms bit, short for binary
digit, and software), and his original tenets are suprisingly durable and form part of
the foundation for data science. The field of exploratory data analysis was established
with Tukey’s 1977 now-classic book Exploratory Data Analysis [Tukey-1977].




Figure 1-1. John Tukey, the eminent statistician whose ideas developed over 50 years ago
form the foundation of data science.

With the ready availablility of computing power and expressive data analysis soft-
ware, exploratory data analysis has evolved well beyond its original scope. Key drivers
of this discipline have been the rapid development of new technology, access to more
and bigger data, and the greater use of quantitative analysis in a variety of disciplines.
David Donoho, professor of statistics at Stanford University and former undergradu-
ate student of Tukey’s, authored an excellent article based on his presentation at the
Tukey Centennial workshop in Princeton, New Jersey [Donoho-2015]. Donoho traces
the genesis of data science back to Tukey’s pioneering work in data analysis.

Elements of Structured Data

Data comes from many sources: sensor measurements, events, text, images, and vid-
eos. The Internet of Things (IoT) is spewing out streams of information. Much of this
data is unstructured: images are a collection of pixels with each pixel containing RGB
(red, green, blue) color information. Texts are sequences of words and nonword char-
acters, often organized by sections, subsections, and so on. Clickstreams are sequen-
ces of actions by a user interacting with an app or web page. In fact, a major challenge
of data science is to harness this torrent of raw data into actionable information. To
apply the statistical concepts covered in this book, unstructured raw data must be
processed and manipulated into a structured form—as it might emerge from a rela-
tional database—or be collected for a study.
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