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UNIT 1

Fundamental Logic Elements

1-1 Types of Logic and Memory Devices

In this chapter, we shall present a brief and rather general\discussion of some of the ba-
sic types of logic and memory devices used in digital computers. The actual design of these
devices is not the concern of the system designer, who generally regards them as “black box-
es” with certain known characteristics. On the other hand, intelligent selection and applica-
tion of these devices does require some understanding of their operation and an appreciation
of their limitations. In addition, without some physical in tation of registers, memory,
and the like, much of the material in following chapters n&%p@m too abstract to many read-
ers. Readers who are already familiar with digital hardware may skip the ma]orlty of the top-
ics in this chapter without loss of continuity.

Logic circuits are 1r'rr1p ented in a tremendous variety of technologies. There are, for
example, transistor—tran/s\istor logic (TTL), MOS logic, and emitter-coupled logic (ECL) .
These various types differ in matters of speed, cost, power consumption, physical dimen-
sions, immunity to environmental influences, and other factors'; but they all accomplish the
same basic purpose, and from the po}nt of view of this book, the differences are of little im-
portance. All of them accept input signals in which the voltage levels represent the values of
certain logical (binary) variables and produce output signals in which the voltage levels cor-
respond to logical functions of the input variables.

The purpose of logic circuits, then is to process signals and produce outputs that are
functions of the inputs. The outputs are available only during the duration of the input sig-
nals. The purpose of memory devices is to store information for later use, generally returning
it without alteration, in the same form in whlch it was originally stored. The definition of
memory is elusive. We shall simply settle for the intuitive idea that a memory device that we
place in a specific, identifiable physical state for the specific purpose of preserving informa-
tion, without alteration, until a later time. The terms memory and storage are often used in-
terchangeably, but many authors make a distinction between main memory and secondary
storage ., in main memory, the storage medium is a permanent physical component of the com-
puter system. The information stored cannot be removed from the system Cxcept by reading it

out of the main memory. In secondary storage systems, the storage media, for example,
. 1 .



magnetic tape, can be physically removed from the system, with the information stored there
in available for later use when the storage media are put back into the system.

Memory or storage devices may be classified in a number of different ways. First, most
may be classified as being either magnetic or electronic. Magnetic devices use ferro magnetic
materials, which cap be placed in a specific magnetic state by the passage of electric currents
through them or near them, and which then maintain these states indefinitely until interro-
gated. The chief types of magnetic memory are tape, disk, and core. Electronic memory de-
vices are primarily transistor circuits in which the outpufs can be set to certain voltage levels
by the application of certain input signals and will be maintained even when the input signals
are removed. A common electronic memory device is the bistable latch, or flip - flop, which
can be used to construct register memories (RM).

Memories may also be classified by the type of access to the stored information. In ran-
dom access memories (RAM), all stored information is equally accessible, in the sense that
any given piece of informaion may be retrieved in exactly the same length of time as any other
piece of information. Semiconductor memories are usually classified as RAM. Tape, by con-
trast, is sequential access storage (SAS), in which information can be retrieved only in the
same order in which it was stored.- When you want a particular piece of information off tape,
you simply start running the tape until the desired information comes into position to be
read. The access time is thus dependent on where the desired information is located relative
to the starting point.

Between these two categories is disk memory, which is classified as direct access storage
(DAS). Disks store information in the same sequential manner as tapes, but the total storage
area is divided into segments that can be accessed directly, without reading through all the
information between the current and desired segment. Once the desired segment has been ac-
cessed, information will then be read out sequentially in the same manner as with tape.

A final special category, which resembles logic as well as memory, is the read only

memory (ROM)?. The stored information is actually built into the structure of the device. The
stored information can then be read out electronically but can be changed only by alteration
of the structure of the device.

The foregoing classification and listing is quite broad and general and is not intended to
be complete. There are many other specialized memory devices, some fitting into the preced-

ing categories, some not really fitting into any category.

Keywords
bistable WRSHFS
device &=, TH
direct access storage (DAS) HEG TS
emitter - coupled logic REMBEEZE
ferromagnetic . 734N
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1. These various types differ in matters of speed, cost, p;ower consumption, physical di-
mensions, immunity to environmental influences, and other factors.
in matter of 7E-- L, - FH
immunity to f, A2

2. A final special category, which resembles logic as well as memory, is the read only
memory (ROM) .
BT, EHREEETE, BRERTH, IHE R EFEESE (ROMD,

1-2 Logic Elements

A

In this section, we shall present what will be to many of you a teview of fundamental
logic elements. We shall briefly introduce the circuits that implrment the combinational logic
operations AND, OR, NOT, NAND, and bram
NOR, _whic:h will be used freely in.subsequent
chapters. There are several families of logic ele- X
ments, each with its unique cireuit proper- "Pate_‘i E Vz=0 Vo=
ties. We shall introduce,'one such family that is ’

easily described and is used extensively in the de- '
sign of very - large - scale integrated circuits Source
(VLSI) such as mi'croproéessors. @ ® "
The MOS (metal‘oxide semiconductor) log-  Figure 1.1 Operation of a MOS transistor

ic family is based almost entirely on a single device, a MOS field effect transistor, that very
closely approximates an ideal switch. Shown in Figure. 1. 1 (a) in the standard symbol for the
MOS transistor with the accepted names for its three terminals. Actually, the device is sym-
metric, and the source and drain can be readily interchanged. The gate may be regarded as

3



the input line. As shown in Figure 1. 1(b). the device is a close approximation of an open
switch when the gate voltage V_ is close to 0. When V. is a positive voltage, typically 1 to 5
volts, the switch is closed and behaves as a very small electrical resistance. This situation is
depicted in Figure. 1. 1 (c) . In the logic circuits to be described following, we shall let 0 volts
.‘represent logical 0 and the positive voltage represent logical 1. To be consistent with the prior
edition, we shall let the nominal positive voltage be +5 volts.

The fundamental MOS logic element is the inverter shown in Figure !.2 (a) . The upper
(pull - up) device is actually a depletion mode transistor designed to function as a relatively
large resistor when connected as given and when the lower transistor switch is closed. For
purposes of this simplified discussion, you should simply regard it as a large resistor, as
shown in Figure 1. 2(b). When z is logical 0 and V., is 0 volts, as in Figure 1. 2(r), the lower
transistor (pull -down) switch is open. Because no current is present in the resistor Ry, the
output voltage is +5 volts and the logical output, =, is 1. When r=1 and V. is positive, the
lower transistor switch is closed, as depicted in Figure 1. 2 (d) . Now the output is connecied
to 0 volts, and z=0. These values are tabulated in Figure 1. 2(e). We observe from this table
that the circuit of Figure 1. 2(a) implements the fogical NOT operation and is indeed an in-
verter, as asserted at the beginning of the paragraph. The standard symbol for the inverter is

given in Figure 1. 2(f).

+5 +5 +5
Va=+45 2=0
z=1 z =)
-
=1
= ‘I— e
(a) (c) )
r Vx Vz z
™ -
0 [+5]1 -T%l/\o——zlf
1 +5/0]0

Figure 1.2 A MOS inverter
Next consider the circuit of Figure 1. 3(a), in which a second pull -down transistor has
been added in series. Now both inputs must be logical 1 if the output is to be pulled down to
0 volts. If either or both devices has a 0 input, the output will be 45 volts or logical 1. The
tabulation of these values ia Figure 1. 3(b) describes a device that 1s calied a logical NAND
(NOT AND) gate. The standard symbol for this device is given in Figure 1. 3 (c) . Figure 1. 4

shows a similar device in which the two pull - down transistors are connected in parallel. Now
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Figure 1. 3. MOS NAND gate

(a) (b) (c)

Figure 1. 4. MOS NOR gate
the output, z, will b2 0 if either input is 1. It will be logical 1 if both inputs are 0. This device
is a NOR (NOT OR) gate.

As we shall see shortly. it is possible to represent any logical function using only NAND .
gates, and this is often done in practice'. In this book. we shall find it convenient to express
designs in terms of AND, OR. and NOT gates rather than in terms of NAND gates only or
NOR gates onlv. An AND gate may be realized by adding an inverter to the cutput of a.
NAND gate (z=2), as shown in Figure 1. 5. The standard symbol for an AND gate is given
in Figure 1. 5(c). Addirg an inverter to the NOR yields an OR gate, the standard symbol for
which is given in Figure 1. 5(d). '

Looking again at Figure 1.5(a) will reveal a capacitor depicted at the gate inpﬁt of the
second inverter. This capacitor is not a separate component but instead represents an inherent
property of the MOS device. The gate of a MOS transistor will draw no steady - state cur-
reat. The input resistance is infinite. However, when the value of the line connected to the
device input changes, time is required for the charging or discharging of the capacitor io the
new value. ;

Space will not permit the detailed analysis of all logic families in use®. A second farmily of
considerable importance is bipolar TTL (transistor - transistor logic) . Usually, TTL gates
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(@ @
Figure 1.5.  MOS AND and OR gates
can change values at higher speeds than can MOS but require a larger area on the integrated
circuit chip to implement. For this reason, TTL is used where relatively less complex digital
networks are implemented within an integrated circuit package. TTL is the most widely used
technology where only a few individually accessible gates or mémory elements are included in
a package. A TTL NAND gate is shown in Figure 1. 6.

The logical inversion noted in MOS occurs in
most types of electronic logic, so that NAND and
NOR are often cheaper and more convenient to
realize than are AND and OR. In this book, we
shall find it convenient to rely on the AND and
OR functions. This does not nresent a problem.
since networks of AND, OR, and NOT gates can
always be converted to NAND or NOR networks.

Consider the simple logical circuit of Figure
1.7(a), which consists of three NAND gates
driving another NAND gate. From De Morgan’s Figure 1.6. TTL NAND gate

laW s

XAYANZ=XVYVZ
we see that the final NAND gate can be replaced by an OR gate with inversion on the inputs
(Figure 1. 7(b)) .Next,
X=X

so that the two successive inversions on the lines between the input and output gates cancel,
giving the circuit of Figure 1. 7(¢). Thus we see that a two -level NAND circuit is equivalent '
to a two - level AND - OR circuit. In a similar fashion, we can show that a two - level NOR
circuit is equivalent to a two - level OR - AND circuit.

Until about 1970, gate circuits such as those discussed in this section were commonly
realized from discrete components - resistors, transistors, diodes - mounted on plastic cards

and wired together. Today, logic circuits are almost invariably realized in integrated circuit
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Figure 1. 7. Conversion of NAND - NAND to AND - OR circuit
form. An integrated circuit is a complete electronic circuit implamented by electrochemical
methods on a single chip of silicon. The earliest integrated circuits typically realized a few
- gates on a single chip. As the technology advanced, the circuit density steadily increased, un-
til today complete computers, comprising tens of thousands of components, can be placed on
1/4 - in. square chips.

Inegrated circuits can be classified in a variety of ways. One classification is in terms of
the type of electronic technology used. Currently popular technologies include TTL, ECL,
CMOS, and PMOS. NMOS and PMOS are two slightly different physical realizaticns of the
MOS model discussed in this section. These Five technologies differ in such characteristics as
speed, power consumption, and packing density. ECL is very fast but consumes a iot of pow-
er. CMOS is slower but consumes so little power that it is suitable for battery - powered ap-
plications, such as electronic watches. NMOS has the highest packing density and is used in
very complex circuits, such as microprocessors. TTL, which falls about in the middle in all
characteristics, is by far the most popular technology and is available in more different cir-
cuirts than all the others put together.

Integrated circuits can also be classified in terms of circuit complexity. Small scale inte-
gration (SSI) encompassed circuits with up to 10 gates per chip. Medium scale integration
(MSI) includes circuits with from 10 to 100 gates per chip. From 100 to about 5000 gates per
chip we have large -scale integration. (LSI),and above. this we have very large scale integra-
tion (VLSI) .In SSI chips, we have individual gates and flip - flops, MSI chips realize more
complex logic functions, such as code conversion and arithmetic operations. LSI and VLSI

chips realize complete digital systems, such as memory units and microprocessors.

Keywords
approximation , HAME
bipolar ARt
charge oM, B
comprise a4
component B, i, #a



depletion FER

discharge i gz
drain : oL
inverter B e 8%
metal oxide semiconductor (MOS), EREMA ¥ Gk
MOS field effect transistor (MOS) B =R E
norminal R Ao}
source TR, B
symmetric EOREN:)

Notes

1. As we shall see shortly, it is possible to represent any logical function using only
NAND gates, and this is often done in practice. EMEARBBA BB I, g
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2. Space will not permit the detailed analysis of all logic families in use. SEBR R B W fr
HEBRY], MR——R,

1-3  Flip-Flops and Register Memory (RM)

As we have seen, memory, the ability to store information, is essential in a digital sys-
tem. The most common type of electronic memory device is the flip - flop. Figure 1. 8 shows
the circuit for a flip - flop constructed from two NOR gates and the timing diagram for a typi-
cal operating sequence. We have also repeated the truth table for NOR for convenience in ex-

plaining the operation.
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Figure 1.8. Operation of flip - flop
At the start, both inputs are at 0, the Q output is at 0, and the P output at 1. Since the

outputs are fed back to the inputs of the gates, we must check to see that the assumed condj-
L 3



