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1 Introduction

1.1 HISTORICAL PERSPECTIVE

The desire to control the forces of nature has been with man
since early civilizations. Although many examples of control systems
existed in early times, it was not until the mid-eighteenth century
that several steam operated control devices appeared. This was the
time of the steam engine, and perhaps the most noteworthy inven-
tion was the speed control flyball governor invented by James Watt.

Around the beginning of the twentieth century much of the
work in control systems was being done in the power generation and
the chemical processing industry. Also by this time, the concept of
the autopilot for airplanes was fairly well developed.

The period beginnign about twenty-five years before World War
Two saw rapid advances in electronics and especially in circuit theo-
ry,aided by the now classical work of Nyquist in the area of stability
theory. The requirements of sophisticated weapon systems, subma-
rines, aircraft and the like gave new impetus to the work in control
systems before and after the war. The advent of the analog computer
coupled with advances in electronics saw the beginning of the estab-
lishment of control systems as a science. By the mid-fifties, the
progress in digital computers had given the engineers a new tool that
greatly enhanced their capability to study large and complex sys-
tems. The availability of computers also opened the era of data-log-
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ging, computer control, and the state space of modern method of
analysis.

The sputnik began the space race and large governmental ex-
penditures in the space as well as military effort. During this time.
circuits became miniaturized and large sophisticated systems could be
put together very compactly thereby allowing a computational and
control advantage coupled with systems of small physical dimen-
sions. We were now capable of designing and flying minicomputers
and landing men on the moon. The post sputnik age saw much effort
in system optimization and adaptive systems.

Finally, the refinement of the chip and related computer deve —
lopment has created an explosion in computational capability and
computer-controlled devices. This has led to many innovative meth-
ods in manufacturing methods, such as computer-aided design and
manufacturing, and the possibility of unprecedented increases in in-
dustrial productivity via the use of computer-controlled machinery,
manipulators and robotics.

Today control systems is a science with the art still playing an
important role. Much mathematical sophistication has been achieved
with considerable interest in optimal control system. The modern ap-
proach, having been established as a science, is being applied not only
to the traditional control systems, but to newer problems like urban
analysis, econometrics, transportation, biomedical problems, energy

analysis,and a host of similar problems that affect modern man.
1.2 BASIC CONCEPTS

Control system analysis is concerned with the study of the be-
havior of dynamic systems. The analysis relies upon the fundamentals
c 2.



of system theory where the governing differential equations assume a

cause-effect relationship. A physical system may be represented as

Physical
system

x(f) —o —J(1)

Fig. 1-1 A physical system
shown in Fig.1-1, where the excitation or input is z(¢) and the re-
sponse or output is y(¢). A simple control system is shown in Fig. 1-
2.Here the output is compared to the input signal, and the differ-
rence of these two signals becomes the excitation to the physical sys-
tem, and we speak of the control system as having feedback. The
analysis of a control system, such as described in Fig. 1-2, involves
the obtaining of y(z) gvien the input and the characteristics of the
system. On the other hand, if the input and output are specified and

we wish to design the system characteristics, then this is known as

synthesis .
Input x0-Y0 Physical Output
— t
x(0) Comparator system 0]

Measuring
device

Fig.1-2 A simple control system
A generalized control system is shown in Fig. 1-3. The refer-
ence or input variables r,,r,,***,r, are applied to the comparator
or controller. The output variables are c¢,,c,, ", ¢,. The signals
€1,€y,°"", €, are actuating or control variables and are applied by
the controller to the system or plant . The plant is also subjected to

disturbance inputs u,,u,,**, u, . lf the output variable is not mea-
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sured and fed back to the controller, then the total system consisting
of the controller and plant is an open loop system . If the output is fed
back, then the system is a closed loop system .

Disturbances
U, U,

Control signals i l

lnput e ] Output
"' =™ Comparator = C(s);;:rlxl\ed - 3
. or . .
* . or .
P— controller (2 plant 3 .

T

Monitoring

Fig.1-3 A general control system
1.3 SYSTEMS DESCRIPTION

Because control systems occur so frequently in our lives, their
study is quite important. Generally,a control system is composed of
several subsystems connected in such a way as to yield the proper
cause-effect relationship. Since the various subsystems can be electri-
cal, mechanical, pneumatic, biological, etc. , the complete description
of the entire system requires the understanding of fundamental rela-
tionships in many different disciplines. Fortunately,the similarity in
the dynamic behavior of different physical systems makes this task
easier and more interesting.

As an example of a control system consider the simplified ver-
sion of the attitude control of a spacecraft illustrated in Fig. 1-4. We
wish the satellite to have some specific attitude relative to an inertial

coordinate system. The actual attitude is measured by an attitude
. 4 .



. Valves N
Desired ; Spacecraft Actual
. ~—=] Comparator n - \ .
aftitude P a d dyramics attitude
£as jets -
Sensor
on
spacecraft

Fig. 1-4 Control of satellite attitude

sensor on board the satellite. If the desired and actual attitudes are
not the same, then the comparator sends a signal to the valves which
open and cause gas jet firings. These jet firings give the necessary
corrective signal to the satellite dynamics thereby Lringing it under
control. A control system represented this way is said to be repre-
sented by block diagrams. Such a representation is helpful in the par-
titioning of a large system into subsystems and thereby allowing the
study of one subsystem at a time.

If we have many inputs and outputs that are monitored and
controlled, the block diagram appears as illustrated in Fig. 1-5. Sys-
tems where several variables are monitored and controlled are called
multivariable systems. Examples of multivariable systems are found
in chemical processing, gutdance and control of vehicles, the national
economy, urban housing growth patterns, the postal service, and a
host of other social and urban problems.

The number of control systems that surround us is indeed very
large. The essential feature of all these systems is in general the
same. They all have input, control, output,and disturbance variables.
They all describe a controller and a plant. They all have some type of
a comparator. Finally, in all cases we want to drive the control sys-
tem to follow a set of preconceived commands.

.5 .



Inputs ——— Comparator |—>] System Outputs

Measurements

Fig.1-5 Representation of a multivariable system
1.4 DESIGN,MODELING,AND ANALYSIS

Prior to the buildingrof a piece of hardware, a system must be
designed,, modeled, and analyzed. Actually the analysis is an impor-
tant and essential feature of the design process. In general, when we
design a control system we do so conceptually. Then we generate a
mathematical model which is analyzed. The results of this analysis
are compared to the performance specifications that are desired of the
proposed system. The accuracy of the results depends upon the quali-
ty of the original model of the proposed design. We shall show, in
Chapter7,how it is analyzed and then modified so that its perfor-
mance satisfies the system specifications. The objective then may be
considered to be the prediction, prior to construction,of the dynamic
behavior that a physical system exhibits, i. e. its natural motion when
disturbed from an equilibrium position and its response when excited
by external stimuli. Specifically we are concerned with the speed of
response or transient response, the accuracy or steady state response,
and the stability. By stability we mean that the output remains with-
in certain reasonable limiting values. The relative weight given to
any special requirement is dependent upon the specific application.
[2]For example, the air conditioning of the interior of a building
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may be maintained to + 1T and satisfy the occupants. However, the
temperature control in certain cryogenic systems requires that the
temperature be controlled to within a fraction of a degree. The
requirements of speed,accuracy,and stability are quite often contra-
dictory and some compromises must be made. For example, increas-
ing the accuracy generally makes for poor transient response. If the
damping is decreased , the system oscillations increase and it may take
a long time to reach some steady state value.

It is important to remember that all real control systems are
nonlinear; however, many can be approximated within a useful
though limited range as linear systems. Generally, this is an accept-
able first approximation. A very important benefit to be derived by
assuming linearity is that the superposition theorem applies. If we
obtain the response due to two different inputs, then the response
due to the combined input is equal to the sum of the individual re-
sponses. Another benefit is that operational mathematics can be used
in the analysis of linear systems. The operational method allows us to
transform ordinary differential equations into algebraic equations
which are much simpler to handle.

Traditionally, control systems were represented by higher-order
linear differential equations and the techniques of operational math-
ematics were employed to study these equations. Such an approach is
referred to as the classical method and is particularly useful for ana-
lyzing systems characterized by a single input and a single output. As
systems began to become more complex, it became increasingly nec-
essary to use a digital computer. The work on a computer can be ad-
vantageously carried out if the system under consideration is repre-
sented by a set of first-order differential equations and the analysis is
carried out via matrix theory. This is in essence what is referred to as
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the state space or state variable approach. This method, although ap-
plicable to single input-output systems, finds important applications
in the multivariable system. Another very attractive benefit is that it
enables the control system engineer to study variables inside a sys-
tem.

Regardless of the approach used in the design and analysis of a
control system, we must at least follow the following steps:

(1) Postulate a control system and state the system specifica-
tions to be satisfied.

(2)Generate a functional block diagram and obtain a mathemat-
ical representation of the system.

(3) Analyze the system using any of the analytical or graphical
methods applicable to the problem. .

(4)Check the performance (speed, accuracy, stability,or other
criterion)to see if the specifications are met.

(5) Finally, optimize the system parameters so that(1)is sati-
sfied.

advent{‘sedvant ] n. (44, B AY) B, 33k
analog[‘zenslog] n. B, 4
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