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Preface

At present, development of products and services offering full-motion digital
video is undergoing remarkable progress, and it is almost certain that digital video
will have a significant economic impact on the computer, telecommunications, and
imaging industries in the next decade. Recent advances in digital video hardware
and the emergence of international standards for digital video compression have
already led to various desktop digital video products, which is a sign that the field
is starting to mature. However, much more is yet to come in the form of digital
TV, multimedia communication, and entertainment platforms in the next couple of
years. There is no doubt that digital video processing, which began as a specialized
research area in the 70s, has played a key role in these developments. Indeed, the
advances in digital video hardware and processing algorithms are intimately related,
in that it is the limitations of the hardware that set the possible level of processing
in real time, and it is the advances in the compression algorithms that have made
full-motion digital video a reality.

The goal of this book is to provide a comprehensive coverage of the principles
of digital video processing, including leading algorithms for various applications, in
a tutorial style. This book is an outcome of an advanced graduate level course in
Digital Video Processing, which I offered for the first time at Bilkent Unitversity,
Ankara, Turkey, in Fall 1992 during my sabbatical leave. I am now offering it at
the University of Rochester. Because the subject is still an active research area, the
underlying mathematical framework for the leading algorithms, as well as the new
research directions as the field continues to evolve, are presented together as much
as possible. The advanced results are presented in such a way that the application-
oriented reader can skip them without affecting the continuity of the text.

The book is organized into six parts: 1) Represeniation of Digital Video, includ-
ing modeling of video image formation, spatio-temporal sampling, and sampling
lattice conversion without using motion information; it) Two-Dimensional (2-D)
Motion Estimation; iii) Three-Dimensional (3-D) Motion Estimation and Segmen-
tation; iv) Video Filtering; v) Still Image Compression; and vi) Video Compression,
each of which is divided into four or five chapters. Detailed treatment of the math-
ematical principles behind representation of digital video as a form of computer
data, and processing of this data for 2-D and 3-D motion estimation, digital video
standards conversion, frame-rate conversion, de-interlacing, noise filtering, resolu-
tion enhancement, and motion-based segmentation are developed. The book also
covers the fundamentals of image and video compression, and the emerging world
standards for various image and video communication applications, including high-
definition TV, multimedia workstations, videoconferencing, videophone, and mobile
image communications. A more detailed description of the organization and the
contents of each chapter is presented in Section 1.3.
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As a textbook, it is well-suited to be used in a one-semester advanced graduate
level course, where most of the chapters can be covered in one 75-minute lecture.
A complete set of visual aids in the form of transparency masters is available from
the author upon request. The instructor may skip Chapters 18-21 on still-image
compression, if they have already been covered in another course. However, it is
recommended that other chapters are followed in a sequential order, as most of
them are closely linked to each other. For example, Section 8.1 provides back-
ground on various optimization methods which are later referred to in Chapter 11.
Chapter 17 provides a unified framework to address all filtering problems discussed
in Chapters 13-16. Chapter 24, “Model-Based Coding,” relies on the discussion of
3-D motion estimation and segmentation techniques in Chapters 9-12. The book
can also be used as a technical reference by research and development engineers
and scientists, or for self-study after completing a standard textbook in image pro-
cessing such as Two-Dimensional Signal and Image Processing by J. S. Lim. The
reader is expected to have some background in linear system analysis, digital sig-
nal processing, and elementary probability theory. Prior exposure to still-frarne
image-processing concepts should be helpful but is not required. Upon completion,
the reader should be equipped with an in-depth understanding of the fundamental
concepts, able to follow the growing literature describing new research results in a
timely fashion, and well-prepared to tackle many open problems in the field.

My interactions with several exceptional colleagues had significant impact
on the development of this book. First, my long time collaboration with
Dr. Ibrahim Sezan, Eastman Kodak Company, has shaped my understanding of
the field. My collaboration with Prof. Levent Onural and Dr. Gozde Bozdagi,
a Ph.D. student at the time, during my sabbatical stay at Bilkent University helped
me catch up with very-low-bitrate and object-based coding. The research of sev-
eral excellent graduate students with whom I have worked Dr. Gordana Pavlovic,
Dr. Mehmet Ozkan, Michael Chang, Andrew Patti, and Yucel Altunbasak has made
major contributions to this book. I am thankful to Dr. Tanju Erdem, Eastman Ko-
dak Company, for many helpful discussions on video compression standards, and
to Prof. Joel Trussell for his careful review of the manuscript. Finally, reading
of the entire manuscript by Dr. Gozde Bozdagi, a visiting Research Associate at
Rochester, and her help with the preparation of the pictures in this book are grate-
fully acknowledged. I would also like to extend my thanks to Dr. Michael Kriss,
Carl Schauffele, and Gary Bottger from Eastman Kodak Company, and to several
program directors at the National Science Foundation and the New York State
Science and Technology Foundation for their continuing support of our research;
Prof. Kevin Parker from the University of Rochester and Prof. Abdullah Atalar
from Bilkent University for giving me the opportunity to offer this course; and Chip
Blouin and John Youngquist from the George Washington University Continuing
Education Center for their encouragement to offer the short-course version.

A. Murat Tekalp “tekalp@ee.rochester.edu”
Rochester, NY February 1995
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About the Notation

Before we start, a few words about the notation used in this book are in order.
Matrices are always denoted by capital bold letters, e.g., R. Vectors, defined as
column vectors, are represented by small or capital bold letters, e.g., x or X. Small
letters refer to vectors in the image plane or their lexicographic ordering, whereas
capitals are used to represent vectors in the 3-D space. The distinction between
matrices and 3-D vectors will be clear from the context. The symbols F and f
are reserved to denote frequency. F (cycles/mm or cycles/sec) indicates the fre-
quency variable associated with continuous signals, whereas f denotes the unitiess
normalized frequency variable.

In order to unify the presentation of the theory for both progressive and inter-
laced video, time-varying images are assumed to be sampled on 3-D lattices. Time-
varying images of continuous variables are denoted by s.(zy,z2,). Those sampled
on a lattice can be considered as either functions of continuous variables with ac-
tual units, analogous to multiplication by an impulse train, or functions of discrete
variables that are unitless. They are denoted by s,(z:, z2,t) and s(ny, no, k), re-
spectively. Continuous or sampled still images will be represented by sy (21, 22),
where (z1,2;) denotes real numbers or all sites of the lattice that are associated
with a given frame/field index k, respectively. The subscripts “c” and “p” may be
added to distinguish between the former and the latter as need arises. Sampled still
images will be represented by s¢(ni, na). We will drop the subscript k in si(zq,z2)
and si(n;, n3) when possible to simplify the notation. Detailed definitions of these
functions are provided in Chapter 3. '

We let d(z1, 2, t; At) denote the spatio-temporal displacement vector field be-
tween the frames/fields s, (21, z3,t) and sy(z),23,¢ + £At), where £ is an integer,
and At is the frame/field interval. The variables (z;,#2,t) are assumed to be ei-
ther continuous-valued or evaluated on a 3-D lattice, which should be clear from
the context. Similarly, we let v(z;,z,,t) denote either a continuous or sampled
spatio-temporal velocity vector field, which should be apparent from the context.
The displacement field between any two particular frames/fields £ and k + £ will
be represented by the vector di x+4(21,23). Likewise, the velocity field at a given
frame k will be denoted by the vector vi(z,,#5). Once again, the subscripts on
di k+e(71, 22) and vi(z1, z3) will be dropped when possible to simplify the notation.

A quick summary of the notation is provided below, where R and Z denote the
real numbers and integer numbers, respectively.
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Time-varying images

Continuous spatio-temporal image:

s.(21,72,1) = 5c(x,1), (x,0)eR*=RxRxR
Image sampled on a lattice - continuous coordinates:

sp(z1,22,1) = 5p(x,1), [:‘ ] =V[ :] € A3
Discrete spatio-temporal image:
s(ni,n2,k) = s(n, k), (n,k)eZ3=Zx7ZxZ.

Still images

Continuous still image:

5k(T1,22) = 8e(x, t)i=tas, X € R?, k fixed integer

Still image sampled on a lattice:

81(21,72) = 8p(x, ¥)|e=rae, k fixed integer

x = [v11n1 + v12n3 + v13k, v21n; + vaang + vgak] 7T,

where v;; denotes elements of the matrix Vv,

Discrete still image:

si(n1,n2) = s(n, k), n€ 22, kfixed integer

The subscript k may be dropped, and/'or subscripts “c” and
“p” may be added to s(z,, z,) depending on the context.
8¢ denotes lexicographic ordering of all pixels in s; (21, 22).

Displacement field from time ¢ to t + £A¢:

d(z1,z2,t; £AL) = [di(z1, z2,t; £AL), da(z,, z2,t; LAL)T,
£eZ, Atc R, (21,32,1) €R3or (:L'l,l‘z,i) € A3
dii+e(Z1,29) = d(2y, 22,8 LA |¢=pay, K, £ fixed integers

d; and d; denote lexicographic ordering of the components of
the motion vector field for a particular (k, k + £) pair.

Instantaneous velocity field

v(e1,22,t) = [v1(z1, 23,1), va(z1, z3,8)]7,
(z1,%2,t) € R® or (21, 22,t) € A3

vi(z1,22) = v(z1, 24, Ble=kas k fixed integer

vy and v denote lexicographic ordering of the components of
the motion vector field for a given k.




Contents

Preface . . .. ... ... ... .. ... ...
About the Author . . . . . . ... ... .. ...
About the Notation . . . . . . ..... ... .. .. ... ... ...
REPRESENTATION OF DIGITAL VIDEO
BASICS OF VIDEO
1.1 AnmalogVideo . ... ... ...... ... ... .. ... . ... ..
111 Analog Video Signal . . .. . ... .. ... ...
1.1.2 - Analog Video Standards . . . . .. ... . ... ... .. . ..
1.1.3 Analog Video Equipment . . . .. ... .. ... ..., . ..
1.2 Digital Video . . . . ... ... ... ... ... .. ... ..
1.2.1 Digital Video Signal . . . . . ... ... ... .. .. ... . .
1.2.2 Digital Video Standards . . . ... ... . ... ... .. .. .
1.2.3 Why Digital Video? . ... ... e e e e
1.3 Digital Video Processing . . . . . . . S
TIME-VARYING IMAGE FORMATION MODELS
2.1 Three-Dimensional Motion Models . . . . . . .. .. [
2.1.1 Rigid Motion in the Cartesian Coordinates . . ... ... . .
2.1.2  Rigid Motion in the Homogeneous Coordinates . . . . . L
213 Deformable Motion . . . ..., ... .. ... ... .. ...
2.2 Geometric Image Formation . . ... .. . . e
2.2.1 Perspective Projection . . . . . .. .. e
2.2.2 Orthographic Projection . . . . ... . ... .. .. ... . . .
2.3 Photometric Image Formation . . . . ... ........... "
2.3.1 Lambertian Reflectance Model . . . . . . . .. ... .. . .
2.3.2 Photometric Effects of 3-D Motion . . . . .. ... ... .. . .
24 ObservationNoise . . .. .. ... ... .. ... ... ... .. .
25 Exercises . . .. ... ... ... ...

vii




CONTENTS

viii
3 SPATIO-TEMPORAL SAMPLING 36
3.1 Sampling for Analog and Digital Video . . . . . ... ... .. 37
3.1.1 Sampling Structures for Analog Video . . . . . ... .. ... 37
3.1.2 Sampling Structures for Digital Video . ... . . . ... . ... 38
3.2 Two-Dimensional Rectangular Sampling . . . . . .. ... ... 40
3.2.1 2-D Fourier Transform Relations . . . . ... ... ... ... 41
© 3.2.2 Spectrum of the Sampled Signal . . . ... ... ... ... 42
3.3 Two-Dimensional Periodic Sampling . . . . . ... ... ... . 43
3.3.1 Sampling Geometry . . .. ... ... ... ... ....... 44
3.3.2 2-D Fourier Transform Relations in Vector Form . . . .. .. 44
3.3.3 Spectrum of the Sampled Signal . . . .. ... .... . ... 46
3.4 Sampling on 3-D Structures . .. .. ............... 46
3.4.1 Samplingona Lattice . . . ... ... ... ... ....... 47
3.4.2 Fourier Transformon a Lattice . . . . ... ....... ... 47
3.4.3 Spectrum of Signals Sampled on a Lattice . . . . ... . ... 49
3.44 Other Sampling Structures . . . . .. ... ... ... .... 51
3.5 Reconstruction from Samples. . . . . . ... ... ... ..., .. 53
3.5.1 Reconstruction from Rectangular Samples . . . ... . .. .. 53
3.5.2 Reconstruction from Sampleson a Lattice . . . . ... .. .. 55
36 Exercises . . .. .. .. .. ... e 56
4 SAMPLING STRUCTURE CONVERSION 57
4.1 Sampling Rate Change for 1-D Signals. . . . .. .. ... . . . 58
4.1.1 Interpolationof 1-D Signals . . . . . . ... ... . ... . .. 58
412 Decimationof 1-DSignals . . . . . .. ... ....... ... 62
4.1.3 Sampling Rate Change by a Rational Factor . .. ... ... 64
4.2 Sampling Lattice Conversion . . . . . .. ... ... .. ..., . 66
43 Exercises . . .. .. .. ... e 70

IT TWO-DIMENSIONAL MOTION ESTIMATION

5 OPTICAL FLOW METHODS 72
5.1 2-D Motion vs. Apparent Motion . . . . ... ... ..... ... 72
511 2-DMotion . .. ... ... .. ..o 73
5.1.2 Correspondence and Optical Flow . . .. ... ... .. .. 74

5.2 2-D Motion Estimation. . . .. .. ... .............. 76
5.2.1 The Occlusion Problem . . ... ................ 78
5.2.2 The Aperture Problem . . . . . .. ... ... ......... 78
5.2.3 Two-Dimensional Motion Field Models . . . .. ... ... .. 79

5.3 Methods Using the Optical Flow Equation . . . . ... .. .. 81
5.3.1 The Optical Flow Equation . . . . ... .. .......... 81
5.3.2 Second-Order Differential Methods . . . . . . ... ... ... 82

533 BlockMotionModel . ... .. ... ... ... ........ 83




CONTENTS

5.3.4 Horn and Schunck Method . . .. .. ... ... ... ... .
5.3.5 [Estimation of the Gradients . . . . .. .. .. .. .......
53.6 Adaptive Methods . . . ... ... . .. Ce
54 Examples ... ... ... .. ... e
55 Exercises . . . . . . . . .. ...

BLOCK-BASED METHODS
6.1 Block-MotionModels . . . ... .. ... ..............
6.1.1 Translational Block Motion . . . . .. .. .. .. .......
6.1.2 Generalized/Deformable Block Motion . . . . .. .. .. ...
6.2 Phase-Correlation Method .. . ... ..... ... ... ... .
6.2.1 'The Phase-Correlation Function . . ... ... ... .. ...
6.2.2 ImplementationlIssues . . . . . .. .. .. ... ... ... .
6.3 Block-Matching Method . . . . . . . ... ... .. ... . ...
6.3.1 Matching Criteria . . . . . .. .. ... ... ..., ...
6.3.2 Search Procedures . . . ............ ... ......
6.4 Hierarchical Motion Estimation . . . . .. .. ... . ... . .
6.5 Generalized Block-Motion Estimation . . . .. .. .. ... ..
6.5.1 Postprocessing for Improved Motion Compensation . . . . . .
6.5.2 Deformable Block Matching . . . . ... ... .. .. . ... .
6.6 Examples ... .... ... . . e
6.7 Exercises . . . . .. ... ... ... ...

PEL-RECURSIVE METHODS
7.1 Displaced Frame Difference . . . . .. ... ... .. ... ...
7.2 Gradient-Based Optimization. . . . . ... ... | e
7.2.1 Steepest-Descent Method . . . .. ... ... .. ... ...
7.2.2 Newton-Raphson Method . . . .. ... .. .. . ... ... .
7.2.3 Local vs. Global Minima . . . .. ... ... .........
7.3 Steepest-Descent-Based Algorithms. . . . . .. .. .. .. . .
7.3.1 Netravali-Robbins Algorithm . . . ... ... .. ... .. .
7.3.2 Walker-Rao Algorithm . . . . . .. ... ... . .. ..., .
7.3.3 Extension to the Block Motion Model . . ... .. ... .. .
7.4 Wiener-Estimation-Based Algorithms . . . ... .. ... ...
75 Examples . .. . ... ...
76 Exercises . . . . . ... .... .. ... ...

BAYESIAN METHODS

8.1 Optimization Methods . . . .. . ... ... .. . ... . . .. .
8.1.1 Simulated Annealing . . . . .. ... ... ... .. . .. ..
8.1.2 Iterated Conditional Modes . . . . .. . .. ... . ... .. .
8.1.3 Mean Field Annealing . .. . ... ... ... .. .. .. .,
8.1.4 Highest Confidence First . . . . .. ... . ... . ... . . ..




8.2

8.3

8.4
8.5

CONTENTS

Basics of MAP Motion Estimation . ... .. .. .. .. ... .. 136
8.2.1 The Likelihood Model . . . ... .. .. .. ... ... .... 137
8.2.2 ThePriorModel . ... . ... ... ... ... ... . ..... 137
MAP Motion Estimation Algorithms . . . . . . . .. .. ..., 139
8.3.1 Formulation with Discontinuity Mode!s . . .. .. .. .. .. 139
8.3.2 Estimation with Local Qutlier Rejection . . . . .. .. .. .. 146
8.3.3 Estimation with Region Labeling . . . . .. ... ... .. .. 147
Examples . .. .. .. . .. ... o o o oL 148
Exercises . . . . . . ...l 150

IIT THREE-DIMENSIONAL MOTION ESTIMATION

AND SEGMENTATION

9 METHODS USING POINT CORRESPONDENCES 152
9.1 Modeling the Projected Displacement Field .. .. .. .. .. 153
9.1.1 Orthographic Displacement Field Model . . . . .. .. .. .. 153
9.1.2 Perspective Displacement Field Model . . . . . .. .. .. .. 154

9.2 Methods Based on the Orthographic Model .. ... ... .. 155
9.2.1 Two-Step Iteration Method from Two Views . . ... .. .. 155
9.2.2 An Improved Iterative Method . . . .. .. .. ... ... .. 157

9.3 Methods Based on the Perspective Model . .. ... ... . . 158
9.3.1 The Epipolar Constraint and Essential Parameters . . . . . . 158
9.3.2 Estimation of the Essential Parameters . . . . .. .. .. .. 159
9.3.3 Decomposition of the E-Matrix . . . .. .. ... ... ... .. 161
934 Algorithm . . . . .. ... ... .o 164

9.4 The Case of 3-D Planar Surfaces . . . . ... ...... .. .. 165
9.4.1 The Pure Parameters . . . . ... ... ............ 165
9.4.2 Estimation of the Pure Parameters . . . . . .. .. .. .. .. 166
9.4.3 Estimation of the Motion and Structure Parameters . . . . . 166

95 Examples . .. .. ... ... ... ... .. 168
9.5.1 Numerical Simulations . . . .. .. ... ... ..., . .... 168
9.5.2 Experiments with Two Frames of Miss America . . . . . . .. 173

96 Exercises . . .. .. .. ... .. 175
10 OPTICAL FLOW AND DIRECT METHODS 177
10.1 Modeling the Projected Velocity Field . . . . . . . ... .. .. 177
10.1.1 Orthographic Velocity Field Model . . . . . . . . ... .. .. 178
10.1.2 Perspective Velocity Field Model . . . . ... . ... ... .. 178
10.1.3 Perspective Velocity vs. Displacement Models . . . . . . . .. 179

10.2 Focus of Expansion . . . . . .. .. .. ... ............ 180
10.3 Algebraic Methods Using Optical Flow . .. .. ... ... .. 181
10.3.1 Uniqueness of the Solution . . .. ... ... ... . ..... 182

1032 Affine Flow . . . .. . ... . . .. . 0 . e 182




CONTENTS

10.3.3 QuadraticFlow . . . . . .. . ... . ... ... . ... ...
1034 Arbitrary Flow . . . . . .. .. .. . ... .o
10.4 Optimization Methods Using Optical Flow . . . . .. ... ..
105 Direct Methods . . . .. .. .. ... . ... ... . ......
10.5.1 Extension of Optical Flow-Based Methods . . . . . . . . ...
10.5.2 Tsai-Huang Method . . . . .. .. .. ... e e e
106 Examples . . . . ... ... ...
10.6.1 Numerical Simulations . . . . . .. .. ... ... .. .....
10.6.2 Experiments with Two Frames of Miss America. . . . . . . .
107 EXErcises . . . . . . . . v v vt i e e e e

11 MOTION SEGMENTATION
11.1 Direct Methods . . . . . .. .. ... ... .. ...........
11.1.1 Thresholding for Change Detection . . . . ... . .. .. ...
11.1.2 An Algorithm Using Mapping Parameters . . . . . . ... ..
11.1.3 Estimation of Model Parameters . . . .. ... ... ... ..
11.2 Optical Flow Segmentation . . . . .. ... ... .. ... ... ..
11.2.1 Modified Hough Transform Method . . ... .. .. .. ...
11.2.2 Segmentation for Layered Video Representation . . . . . . . .
11.2.3 Bayesian Segmentation. . . . . .. ... ... . ... ...
11.3 Simultaneous Estimation and Segmentation . . . .. ... ..
11.3.1 Motion Field Model . . . . . ... ... .... ... .....
11.3.2 Problem Formulation . ... ... ... ............
11.3.3 The Algorithm . . . . . .. .. ... ... ... ... ...
11.3.4 Relationship to Other Algorithms . . . .. ... ... ... .
114 Examples . . . ... .. ... ...
115 Bxercises . . . . ... .. ... ... ...

12 STEREO AND MOTION TRACKING
12.1 Motion and Structure from Stereo . . . . ... ... ... ...
12.1.1 Still-Frame Stereo Imaging . . . . ... ... ... ......
12.1.2 3-D Feature Matching for Motion Estimation . . . . ... ..
12.1.3 Stereo-Motion Fusion . .. .. .. ... ... ....... ..
12.1.4 Extension to Multiple Motion . . . . . . ... ... .. ... ..
122 Motion Tracking . . . . . .. ... ... ... ... .........
12.2.1 Basic Principles . . . . . .. . ... ... . ...........
12.2.2 2-D Motion Tracking . . . . . . ... ... ... ........
12.2.3 3-D Rigid Motion Tracking . . .. .. .. ... ... .....
123 Examples . . . ... ... ... ..
124 EXOreises . . . . . . . o i vt e e e e

183
184
186
187
187
188
190
191
194
196

198
200
200
)
203
204
205
206
207
209
210
210
212
213
214
217

219
219
220
222
224
221
229
229
232
235
239
241




xii
IV VIDEO FILTERING

13 MOTION COMPENSATED FILTERING
13.1 Spatio-Temporal Fourier Spectrum . . . . . . ..
13.1.1 Global Motion with Constant Velocity . . . . .
13.1.2 Global Motion with Acceleration . . .. .. ..

13.2 Sub-Nyquist Spatio-Temporal Sampling . . . . . .. .. .. ..

13.2.1 Sampling in the Temporal Direction Only . . .
13.2.2 Sampling on a Spatio-Temporal Lattice . . . .
13.2.3 Critical Velocities. . . . . ... .. ... .. ..
13.3 Filtering Along Motion Trajectories . .. .. . .
13.3.1 Arbitrary Motion Trajectories . . . . . . . . ..
13.3.2 Global Motion with Constant Velocity . . . . .
13.3.3 Accelerated Motion . . .. ......... ..
134 Applications . . . . . ... .. .. ...........
13.4.1 Motion-Compensated Noise Filtering . . . . . .
13.4.2 Motion-Compensated Reconstruction Filtering
135 Exercises . . . . .. .. ... ... ..... ... ..

14 NOISE FILTERING
14.1 Intraframe Filtering . . . . . . . ... ... ... ..
14.1.1 LMMSE Filtering .. . .. ...........
14.1.2 Adaptive (Local) LMMSE Filtering . . .. ..
14.1.3 Directional Filtering . . . . . ... ... .. ..
14.1.4 Median and Weighted Median Filtering . . . .
14.2 Motion-Adaptive Filtering ... ... ... .. ..
14.2.1 Direct Filtering . . . . ... ...........
14.2.2 Motion-Detection Based Filtering . . . . . . . .
14.3 Motion-Compensated Filtering . . . . . . . . . ..
14.3.1 Spatio-Temporal Adaptive LMMSE Filtering .
14.3.2 Adaptive Weighted Averaging Filter . . . . . .
144 Examples . .. .. ... ... .............
145 ExXercises . . . . . . . . ... ...

15 RESTORATION

151 Modeling . . .. .. .. ... ... .. ...,
15.1.1 Shift-Invariant Spatial Blurring . . . . . . . . .
15.1.2 Shift-Varying Spatial Blurring . . . . . . . . . .

15.2 Intraframe Shift-Invariant Restoration . . . . . .
15.2.1 Pseudo Inverse Filtering . . . . .. ... .. ..
15.2.2 Constrained Least Squares and Wiener Filtering

15.3 Intraframe Shift-Varying Restoration .. .. ..
15.3.1 Overview of the POCS Method . . . . . .. ..
15.3.2 Restoration Using POCS . .. ... ... ...

CONTENTS




CONTENTS xiii

15.4 Multiframe Restoration . . .. ................... 292
15.4.1 Cross-Correlated Multiframe Filter . . . . . . .. .. ... .. 294
15.4.2 Motion-Compensated Multiframe Filter . . . .. .. .. ... 295

155 Examples . . . . .. .. ... . L o 295

156 Bxercises . . . . . .. . . .. ... e e e 296

16 STANDARDS CONVERSION 302

16.1 Down-Conversion . . . .. ... .. .. ... ............ 304
16.1.1 Down-Conversion with Anti-Alias Filtering . . . . . .. ... 305
16.1.2 Down-Conversion without Anti-Alias Filtering . .. .. .. . 305

16.2 Practical Up-Conversion Methods . . . . . ... .. ... ... .. 308
16.2.1 Intraframe Filtering . . .. . ... ... ... ... ...... 309
16.2.2 Motion-Adaptive Filtering . . . .. .. . ... .. ....... 314

16.3 Motion-Compensated Up-Conversion. . . . .. ......... 317
16.3.1 Basic Principles. . . . ... ............ e 317
16.3.2 Global-Motion-Compensated De-interlacing . . . . . ... .. 322

164 Examples . . .. .. .. ... ... ... . ... . . .. 323

165 Exercises . . . . . .. .. .. ... ... 329

17 SUPERRESOLUTION 331

171 Modeling. . . . . .. .. .. ... ... .. .. ... 332
17.1.1 Continuous-Discrete Model . . . ... .. ... ... ..... 332
17.1.2 Discrete-Discrete Model . . . . .. .. .. ... ... ..... 335
17.1.3 Problem Interrelations . . . . ... ... ... ......... 336

17.2 Interpolation-Restoration Methods . . . . . . ... .. ... .. 336
17.2.1 IntraframeMethods .. ... ........... PP 337
17.2.2 Multiframe Methods . . . . . . .. e e e e e e e e e 337

17.3 A Frequency Domain Method . . . . .. .. ... ... .. ... 338

174 A Unifying POCS Method .. .. ... ... ........... 341

17 Examples . . . ... .. .. ... .. 343

176 Exercises . . . . . . . . . .. ... e 346

V  STILL IMAGE COMPRESSION

18 LOSSLESS COMPRESSION 348
18.1 Basics of Image Compression . . . . . . ... ........... 349
18.1.1 Elements of an Image Compression System . . . .. ... .. 349

18.1.2 Information Theoretic Concepts . . . . ... .. .. .. ... 350

182 Symbol Coding . . . . . .. ... . ... . ... .. ... ... 353
18.2.1 Fixed-Length Coding ... ................... 353

18.2.2 Huffman Coding . .. .. e e e 354

18.2.3 ArithmeticCoding . . . . .. ... ... . ... . ....... 357




