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Preface

Historically in the study of entire or meromorphic functions,
one often considered the function and its derivative at the same
time. Thus, as early as in the time of Laguerre, he compared
the genus of an entire function f(z) with that of its derivative
f'(2). In the proof of the Picard-Borel theorem on entire func-
tions, Borel used the fact that an entire function f(z) and its
derivative f'(z) have the same order. In Nevanlinna’s theory of
meromorphic functions, the inequality

(2
m(r, f?) <24+ 3log*

ﬁ‘ + 210g+ -

+4log* R + 3log™ ﬁ +4log™ T(R, £)

plays an important role. Here both f(z) and f/(z) appear in
the form of the logarithmic derivative. In the Ahlfors-Shimizu
characteristic function

To(r ) = [ 2o,

™| (pe®
Al S / / T+ [F (e %

f(z) and f'(z) also both appear in the form of the spherical
derivative.

Similar phenomenon occurs in the study of normal families.
For a long time Motal believed that the following theorem is
true:

Let F be a family of holomorphic functions in a domain D.

v



Preface vi

If each function f(2) of the family F satisfies in D the condition
fz)#0, fB() #1,

then the family F is normal in D, where k > 0 is a fixed integer
independent of f(z).

This theorem was first proved by Miranda. The method used
by Miranda was based upon Nevenlinna’s theory of meromor-
phic functions and a theorem of Borel on nondecreasing func-
tions. Next by using a different method, the method of Wiman-
Valiron, Valiron generalized the above theorem by replacing the
condition f®*)(z) #1 in D with the condition

k
S o () #£1
5=0

in D, where the coefficients a;(j = 0,1,---,k) are constants
with ag # 0. The expression on the left side of this inequality is
a simple example of what we call a linear differential polynomial

of f(z).

In Nevenlinna’s theory of meromorphic functions, the second
fundamental inequality may be written in the following form:

Yo mlr, =) +mir f)

j=1
< 2T(r, f) — Na(r) + S(r, f),
with
1
7
where a; (j = 1,2,---,4,9 > 2) are ¢ distinct finite con-

stants. Nevenlinna proved the problem of extending the sec-
ond fundamental inequality by replacing the constants a; (j =

Nl(r) =2N(Taf) _N(T,fl)+N(r7



Preface vii

1,2, --,q) with meromorphic functions $i(z)(j = 1,2,--- R
whose growth in certain sense is less rapid than that of
f(z). Such meromorphic functions $i(2) (4 = 1,2,---,q) are
now called small functions with respect to f(z). Chuang
- nearly solved the problem by introducing a Wronskian of the
form W(f’ i,bl, e 1’(/)1))7 where ¢k(z) (k = 1,2,-- vp) are p li-
nearly independent small functions with respect to f(z). The
problem was finally solved by Steinmetz by using a Wron-
skian of the form W(Bi, Bz, -+, Bm,bif,b2f,---,bnf), where
Bn(h =1,2,---,m) and by (k = 1,2,---,n) are certain small
functions with respect to f(z). Here W(f,41,---,¥p) and
W(B1,Bs, -+ Bm,bif,baf,- - ,bnf) are also examples of diffe-
rential polynomials of f(z), in which the first is linear and the
second is nonlinear.

In general, a differential polynomial of a meromorphic func-
tion f(z) is a polynomial of f(z) and derivatives of fO )G =
1,2,---,q) up to a certain order g, which possesses the following
form:

P(2) = P(f,f'+,19)
= ax(@ W) (F)
k=1

where the coefficients ax(2)(k = 1,2,---,n) are small func-
tions with respect to f(z) and where sgj (k = 1,2, ---,n; 7 =
0,1,---,q) are nonnegative integers. The simplest examples of
differential polynomials of f(z) are the successive derivatives

f(])(z) (.7 =1,2,- )

Finally it should be pointed out that this book is not a sys-
tematic study of differential polynomials of meromorphic func-
tions. It is rather a collection of research work, namely due to
the author, involving differential polynomials of meromorphic
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functions.

CHUANG Chi Tai
Peking University
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Chapter 1
Inversion of a System of
Differential Polynomials

1 Inversion Formulas

Consider n systems of meromorphic functions

($51, @j20- -, bjn) (G =1,--+, ) (1.1)
in a domain D with the determinant
é11 P12 - DI
21 P22 - Pon
£0. (1.2)
Pn1 Pn2 - Pna

Then there exists an unique system of linear differential equa-
tions

w + apwy + apwa + -+ @Gpw, =0 =1,---,n), (1.3)

where the coefficients a;;(i,k = 1,2,---,n) are meromorphic
functions in D, such that
w =¢jla ) =¢j27 wn:¢jn (]: 1,2,"',71) (14)

are n solutions of the system of differential equations (1.3). In
fact, in order that this requirement holds, it is necessary and

1



2 I. Inversion of Linear Differential Polynomials

sufficient that for each (1 < i < n), we have identically
P51+ an g1 + ai2dje + -+ indjn = 0(j = 1,2,---,n). (1.5)

By the condition (1.2), the system of equations (1.5) has an
unique system of solutions a;y, aiz, - - -, @in, which are meromor-
phic functions in D.

Now let fy, fa,- -, fn be a system of meromorphic functions
in D and Fi, Fy,---, F, be the corresponding system of mero-
morphic functions in D defined by

Fo=fl+vaufitanfot - tamfnli=1,---,n). (1.6)
Consider the determinant
d11 d12 - Pin
b21 P22 - Pon
# 0. (1.7)
Sn1 Pnz 1 Pnn

For each integer j(1 < j < n), let §; and A; be the two de-
terminants obtained by replacing the j-th column of A with
fi, fay- -+ . fn and with Fy, Fy, - - - F,, respectively. We have the
following theorem:

Theorem 1.1. With the above notions, the identities
(51 62 571. .
fi—-A"¢11+Z¢21+"'+K‘bnz(z—lv?v""n) (18)
and N A
G\ _ Ao 9
(2) = F =12 (19)

hold in D, where the prime (') denotes derivative.



1. Inversion Formulas 3

Proof. The identities (1.8) are evident. To prove the iden-
tities (1.9), let ' : |2 — zg| < r be a circle belonging to I such
that the functions ¢;; (4,7 = 1,2,---,n) and f; (¢ =1,2,---,n)
are holomorphic in " and A # 0 in I'. Then the functions
A;/A(f =1,2,---,n) are holomorphic in T, hence we can find

holomorphic functions ¢;(j = 1,2,---,n) in I satisfying the
identities
A .

in I'. Evidently in I we have
APLi+ chdzi+ -+ i = F; (i =1,2,---,n).  (1.11)
Now consider the system of holomorphic functions
wi = C191i + 22 + -+ i (1 = 1,2, -, n) (1.12)
inI". By (1.5) and (1.11), we have in T,
W] + ajywy + Gipwg + -+ - + AnWn

= c1¢); + cadly; + -+ cadly 1 b1i + Chd

+oo Cndni = (1611 + cad2r + -+ Cabr

+aia(ci1¢12 +cagar + -+ Cadpnz) + - - - .

+ain(C1@1n + 2020 + - - + cndnn)

=1+ chooi + -+ i = F (i=1,2,---,n).
Consequently from (1.6) and (1.13), we have in T,

(fi —wi)' + ain(fi — w1) + aia(fo — wo)

+Fain(fan—wn) =0(=1,2,---,n).



4 1. Inversion of Linear Differential Polynomials

This shows that the system of holomorphic functions
Wi=fi—w, Wo=fo—wy, -+, Wo=fn—wn (L14)

in T satisfies the system of equations (1.3). Hence by using a
well known theorem on systems of linear differential equations,
we can find constants ~i,72,- -, ¥n, such that

w; = Y101 +y2b2i + -+ Yadni (E =1,2,---,n)  (1.15)

in . From (1.12), (1.14), (1.15) and (1.10), we get the identities

fi=Ci¢ri+ Cadgi + -+ Cpébn: (1 = 1,2,--+,n),  (1.16)
which hold in I', where

Ci=ci+7v({=12--,n) (1.17)

are holomorphic functions in I satisfying the identities

in T, by (1.10). By (1.16) we deduce the identities
é; .
C]’=ZJ(]=1,2,"',TL) (1.19)

in I. (1.18) and (1.19) yield (1.9) in I'. Since the left member
and the right member of (1.9) are meromorphic functions in
D, the identities (1.9) hold in D. This completes the proof of
Theorem 1.1.

2 An Application of Theorem 1.1

First of all, let us introduce some notations as follows: Con-
sider again the n systems of meromorphic functions (1.1) in a



2. An Application of Theorem 1.1 5

domain D satisfying the condition (1.2), and the system of lin-
ear differential equations (1.3). We define

L(1)i(w1, Wa, -, We) = Wi + a;1W1
(1.20)
+a;2ws + ...—}-ainwn(i = 172,...,71),

where wy,wy, - - -, w, are considered as n meromorphic functions
in D. Next we define

L 2 i(wlaw%' o ’wn) =L l)i{L 1 1(101,’!.1)2," ’ ,wn)a
(2) ( (1 (1.21)
""L(l)n(wla'w%'"awn)}(i = 1,2,“',”).
In general, for any integer p > 1, we define
L +1 i(wlaw21"'1w )=L 1)i{L 1('11)1,'(1)2,"',1077,),
(p+1) n ( (p) (1.22)

...’L(p)n(wl,w2’...’wn)} (2: 1!2’...,71)_

On the other hand, let fy, fs,---, fn be a system of mero-
morphic functions in the domain D. Then for any two integers
p(p > 1) and j(1 < j < n), we define A,); to be the determi-
nant obtained by replacing the j-th column of the determinant
A in (1.7), with

Leyi(fu, fo,- - fa) (i = 1,2, m). (1.23)

With this notation, the identities (1.9) in Theorem 1.1 may be
written in the form

5\ _ Bws . _
(A> =201 (= 1,2, ). (1.24)

From (1.24) we deduce successively

&G\ _ (Awi\ _ A,
(%) = (F) -2 =10, 29)
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in general, for any integer p(p > 1) we have the identities

5\P _ Awy

which hold in D.

Now let ax(k = 0,1,---,p;p > 1) be p + 1 meromorphic
functions in the domain D with

ap, 0. (1.27)
Consider the differential equation
w(u) = apu(p) + ap_]_u(p'l) et Fopgu =0 (1.28)
and the system of differential equations
Qi(wr,we, - wy) = apLpyi(w1, wa, - -+, wp)

+ap-—1L(P‘_1)i(wla waz, - - 7wn) +--

t+an Lipyi(wr, wa, -+, wy) + aow; = 0(i = 1,2,---,n).
(1.29)
We are going to investigate the relationship between the solu-
tions of the differential equation (1.28) and those of the system
of differential equations (1.29). Let us first prove the following
theorem:

Theorem 1.2. Assume that we can find p linearly indepen-
dent meromorphic functions in the domain D,

ug = up(z) (k=1,2,---,p) (1.30)

satisfying the differential equation (1.28). Then in order that a
system of meromorphic functions f1, fa,- -, fn tn D satisfies the
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system of differential equations (1.29), it is necessary and suffi-

cient that there erists a system of functions U;(j = 1,2,---.n)
of the form
P
Up=3 Ciuk (i = 1,2,-+,n), (1.31)
k=1

where Cjp(j = 1,2,---,n;k = 1,2,--- p) are constants, such
that

fi=Uid1i + Usdoi + - -+ Unbpi (i = 1,2,---,n)  (1.32)
in D, in which ¢;;(j,7 =1,2,---,n) are the functions in (1.1).

Proof. By the formula (1.26), we have in D,

6' A ) A —~1)4
(5) -2

Ay & _d
—U)y A i =19...

A + aOA A (.7 y &y ’ n)a
where d; is the determinant obtained in replacing the j-th colu-
mn of the determinant A in (1.7), by

Qi(fl’fZ)”’?fn)(z‘=1’2"”)n)' (134)

Now assume that the system of meromorphic functions fi, f,

-+, fn in D satisfies the system of differential equations (1.29).
Thus the functions (1.34) are identically equal to zero in D,
hence from (1.33), the functions

(1.33)
+ay

L(j=1,2,---,n) (1.35)

are solutions of the differential equation (1.28). Consequently
we have

%:Uj G=1,2-,n), (1.36)
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where U;(j = 1,2,---,n) are functions of the form (1.31). Fi-
nally by the formulas (1.8) in Theorem 1.1, we get (1.32).

Next assume that the system of meromorphic functions
fi,fa:-+, fn in D can be expressed in the form (1.32), where
U;(j =1,2,---,n) are functions of the form (1.31). Then com-
paring (1.32) with (1.8), it can be see that we have (1.36). Hence
the functions (1.35) are solutions of the differential equation
(1.28). Consequently from (1.33), we have

I

Zj=0(j=1,2,---,n) (1.37)

in D. The identities (1.37) can be written in the form
Vali + Y+ + Y =00 =12,---,n), (1.38)

where Q; (i = 1,2, --,n) are the functions (1.34). Consider the
determinant

Y1 Y2 o Yan
Va1 Y22 0 Yon

§= (1.39)
¢n1 "/’nZ o 'lpnn

which, by a known rule, satisfies the identity
Ad=1 (1.40)

in D, which implies that § is nonidentically equal to zero. Hence

in D we have
L=00@=1,2---,n), (1.41)

and the system of functions fi, fa, -, fn satisfies the system
of differential equations (1.29). Theorem 1.2 is now completely
proved.



