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A Novel Category Vector — Based Cross Language
Text Categorization Method

Yingfan Gao', Hongjiao Xu®, Wei Yu', Huilin Wang’

( Institute of Scientific and Technical Information of China

|
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Abstract: Due to the globalization on the Web, monolingual Text Categorization can be reformulated as

a cross language TC task To establish a practical English — Chinese CLTC system, a feature translation

method and a fast text categorization algorithm based on a novel Category Vector Space Model are pro-

posed in this paper Provided a Chinese — English bilingual dictionary in scientific and technological

fields, parallel corpora was employed to append translation probability value to bilingual dictionary so as

to disambiguate translation results The experiment results show that the CLTC system which was estab-

lished by method in the paper is practical and valuable The performance of Cross — Language text catego-

rization system exceeds that of Mono — Lingual text categorization system and the result is exciting.

Keywords: Translation Probability; FTCC Algorithm; Cross — language Categorization Effectiveness

1 Introduction

Text categorization (TC) is an important method
for information organization. The purpose of TC is to
classify documents into some predefined categories au-
tomatically. TC algorithms, such as KNN, SVM | Naive
Bayese and so on, are very mature by now and have
entered the period of practicality, But in recent years
because of the growth in the popularity of the Web,
many companies and organizations were required to
manage documents in different languages. So it is es-
sential to solve the problem of classifying multi — lan-
guage documents. Moreover, the mapping among differ-
ent classification systems of multi — language is another
conundrum. The automatic mapping of multi — language
thesaurus is very representative. the Cross — Language
Text Categorization (CLTC) can provide techniques to
extend existing automatic classification systems in one
language to new languages without requiring additional
intervention of human experts. So CLTC has signifi-

cance both theoretically and practically.

In CLTC, the system is trained using labeled ex-
amples in a source language, and it classifies docu-
ments in a different target language [ 1 ]. The difference
between CLTC and Mono — Lingual text categorization
(MLTC) lies in different language space for trainmg
documents and test documents. The three most common
translation methods are parallel corpus — based transla-
tion method, machine learning software — based trans-
lation method, and dictionary — based translation me-
thod.

Text Feature Translation is one of the major issues
to CLTC. *Feature” means words or phrases in docu-
ments [ 2], After feature translation, the documents
from source language would be transformed into target
language and the words or phrased in translated docu-
ments could satisfy the conditional independence as-
sumption among different features. So text categoriza-
tion algorithms based on conditional independence as-
sumption could do well. A fast text categorization algo-
rithm is proposed in the paper. The algorithm is on the
basis of a novel Category Vector Space Model (CVSM)

and is called FTCC ( Fast Text Categorization based on

. 3.
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CVSM) algorithm.

On the basis of a Chinese — English bilingual dic-
tionary and large — scale parallel corpora in scientific
and technological (S & T) fields, establishing a prac-
tical cross — language text categorization system is our
goal with high speed and acceptable accuracy. This pa-
per is organized as follows. In section 2, we will intro-
duce Cross — language Feature Translation Method. In
Section 3, we will discuss FTCC algorithm. In section
4, Experimental procedure and the experimental evalu-
ations will be harrated and listed. The conclustions are

given in section 5.

2 Cross — Language Feature Sellec-
tion Method

2.1 Related Work

To MLTC, “Feature selection” means using cer-
atin evaluation function to assign each original feature
item marks, sort all the features according to its evalu-
ation result and select the optimum feature as feature
subset. To CLTC, there are two possible ways for fea-
ture selection one is done before translation, the other
is done after translation. Feature selection after transla-
tion has been employed by many researchers [4 -8 ]
Using different translation resource, researchers trans-
late source language documents into target language Af-
ter that, feature selection in target language would be
done. Few researchers [ 3] [9] use the method of fea-
ture selection before translation. Bel N.et al. [3]
translated the words which occur only in a category and
the method was very practical, low cost, but poor ac-
curacy. Bel” s method was representative, but their
translation dictionary was very limited in scale and
translation method was too simple to disambiguate the
resutl of translation. The efficient feature translation
methods proposed in the paper focus on translation dis-
ambiguation on the conditions of a Chinese — English

biligual dictionary and large — scale parallel corpora in

S&T fields.

2.2  Maximum Forward Matching for
Multi — Word Phrases Translation

Using a bilingual dictionary is the better approach
when no commercial MT ( Machine Translatin) system
with an established reputation is available, especially
in S&T fields. We can translate document easily by re-
placing each term of document with its translation
equivalents appearing in a bilingual dictionary or a bi-
lingual term list. The bilingual dictionary available is in
S&T fields and there are many multi — word phrases in
it. So, identifying multi — word concepts of documents
and matching them with dictionary are the main tasks
of translation. The method we used is Forward Maxi-
mum Matching (FMM) . FMM [ 10] methods appear
in Chinese word segmentation programs usually. In that
cases, Chinese input would be segmented into single
word first, the according to Chinese dictionary, the
single words would be assembled to phrases. To Eng-
lish, there are spaces among the words, so segmenta-
tion is not necessary.

In this paper, the bilingual dictionary in S&T
fields includes many multi — word phrases. So FMM
method we used is forward matching multi — word phra-
ses in documents according to the bilingual dictiona-
ry. The main idea is like the FMM in Chinese word
segmentation. But before FMM process, the Chinese
documents here will need word segmentation first by
some kind of open source software ( we use Stanford
segmenter [ 11 Jdeveloped by the Stanford Natural Lan-
guage Processing Group ) and maintain the smallest
size of segmentation. The English documents will not
need word segmentation. Moreover, before matching,
some preprocessing steps should be done, including
lowercase transforming, stopwords filtering, stemming,
and lemmatizing, et al. After preprocess above, FMM
process the treats the Chinese documents and the Eng-
lish documents alike and that’ s the main difference be-
tween FMM in this paper and FMM in reference. Owing
to the limitation of space, the more details will be ab-
breviated here

Ballesteros [ 12] pointed out problems with this

method as follows:
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e  Specialized vocabulary not contained in the dic-
tionary will not be translated.

®  Dictionary translations are inherently ambiguous
and add extraneous information.

For applying dictionary — based translation effec-
tively, it is important to resolve ambiguity of word
sense since several translations with a different meaning
are usually listed in each entry of bilingual dictiona-
ries. We proposed a novel and efficient translation dis-
ambiguation method based on bilingual dictionary and

parallel corpus.

2.3 ldentifying OOC Words

Given a finite vocabulary, the presence of out — of
—vocabulary (OOV) words is inevitable. OOV words
constitute a major source of error in document transla-
tion. The vocabularies in bilingual dictionary are limi-
ted with respect to magnanimity literature. To solve the
question, we use large — scale parallel corpora to com-
plement information.

“Translation” here means mapping term statistics
from one language to another, not simply replacing the
terms themselves Translation probabilities can be esti-
mated from parallel corpora. With sentence — aligned
parallel corpora, the freely available GIZA + + tool-
kit [ 13 ] can be used to train translation models. GIZA
+ + produces a representation of a sparse translation
matrix and many words, forms. or expressions are in-
correct or unacceptable. So we remove these words first
according to some prearranged rules. For example, if a
digit and a word are linked together without space or
words with different language are linked together with-
out space, there would be wrong. Then, after data
cleaning, each word’ s translation probabilities would
be recomputed according to the principle of normaliza-
tion. Moreover, to further reduce the translation noise,
we sel threshold of translation probabilities. Considering
larger scale of the sparse translation matrix produced by
GIZA + +, we have employed the random sampling
method to get the threshold of translation probabili-
ties. Experimental results show that threshold value 0. 3
is appropriate for filtering most of translation noise.

Owing to the limitation of space, we would not talk

about treatment of details here.

Coming from parallel corpora, translation proba-
bility dictionary could solve the OOV problem to a cer-
tain extent and would be beneficial supplement to the

bilingual dictionary in S&T fields.
2.4 Bilingual Dictionary with Probabili-
ty Value

There are multi — translation entries for a word (or
a phrase) in the bilingual dictionary usually and it’ s
difficult to distinguish the different translation. The
method in section 2.3 couldn’ t be used to improve
the bilingual dictionary available completely. Because
the bilingual dictionary that we use is in S & T fields,
there are many multi — word phrasese in it and each
multi — word phrase might be of multi — translation en-
try. The method in section 2.3 use GIZA + + toolkit
and could produce translation probability only at word
level, not at phrase level. We have to ruse the parallel
corpora to make the phrases’ probability value. The
new method could be described as follow .

Input. Sentence — aligned parallel corpora; bi-
lingual dictionary

Output .

probability values

Bilingual Dictionary with
Steps:

® Take an English term ET from the English — Chi-
nese bilingual dictionary, and simultaneously take
one or multi — Chinese translation entries CT, (,
=1, 2, ..., k) corresponding to ET where k
is the number of CT to ET

®  According to sentence — aligned parallel corpora,
we get the number n; | ., which is the occurrence
times between CT, and ET in English — Chinese
parallel sentence pairs.

e  When ET is translated to CT,, we could compute
the translation probability value according to for-

mula as follows:

Nerer

P (CT, | ET) =41—+— (1)

l; Nerer
e In the Chinese — English direction, the method is
like steps above. But the Chinese word segmenta-

tion by open source software should be done be-

. 5.



of [E Bl H A BFFE TS CHE(2011)

fore the steps above.

We consider, to a word or a phrase in dictionary,
the different probability value of translation entry re-
flects its translation habit in reality, The bigger the
translation probability value, the higher the possibility
that the word or the phrase is translated to the transla-
tion entry. And these appended information all comes
from the parallel corpora and could help us reduce the

ambiguity of feature translation.

3 Fast Text categorization Algo-
rithm based on CVSM

3.1 Related Work

TFIDF classifier is based on the Rocchio rele-
vance feedback algorithm and wuses TFIDF word
weights. There are a number of algorithms in this family
which differ in their selection of word weighting method
and similarity measure [ 14 ] . The basic idea of the al-
gorithm is to represent each documented as a vector in
a vector space. Each dimension of the vector space re-
presents a word selected by the feature selection
process described above.

The values of the vector elements for a document
are calculated as a combination of the statistics TF
(w, d) and DF (w) . The term frequency TF (w,
d) is the number of times word w occurs in documen-
ted. The document frequency DF (w) is the number of
documents in which the word w occurs at least once,
The tnverse document frequency IDF (w) can be calcu-
lated from the document frequency. The wight of word
w, in documented could be calculated as TF (w,,
d) . IDF (w,) . The TFIDF algorithm learns a class
model by combining document vectors into a prototype
vector for every class. Prototype vectors are generated
by adding the document vectors of all documents in the
class. To classify a new document d’, the cosine of
the prototype vector of each class with the vector of d’
is calculated. The new document is assigned to the class

with which its document vector has the highest cosine.

3.2 Category Vector Space Model

TFIDF classifier combines document vectors into a

-6 -

prototype for every class [ 15] . We consider, the con-

structing method of category vector of TFIDF classifier

is defective. The distribution information of the features
within a category and among categories could not be re-
flected completely. We propose a Category Vector

Space Model (CVSM) to resolve the problem. CVSM

considers that.

e  Within a category, a feature’s importance is up to
two factors. One is feature’ s occurrence frequency
in the category The other is the feature’ s distribu-
tion among documents of the category. The higher
the frequency, the more important the feature;
the more uniform the distribution, the more im-
portant the feature.

®  Among calegories, the more uneven the feature’ s
distribution, the stronger the feature’ s resolving
ability to a certain category.

According to CVSM, we can draw the conclusion
as follows’

e  Within a category, the higher the frequency f and
document frequency df, the more important the
feature.

®  Among categories, when a feature occurs only the
category, it will have the strongest resolving
abiliey to the contegory on the busie of the theory
of unforation eneropy.

Note’ In the following paragraphs,  *feature”
will be replaced by “term” We think “term” would

be more comprehensible.

3.3 Weights of CVSM

Provided n categories such as C,, C,,..

C,. k, represents the number of documents in category
C, (i=1,2,... n). t,, ty,...

training documents set. f, indicates the number of

¥

, L, are m terms in

timese the term ¢, occurs in category C,, df, indicates
document frequency the term 1, occurs in category Cj.
e  Within — category weight

The within — category weight / that the term 1, occurs
in category C, could be measured by f,, df, or combi-
nation of the both. In the paper, we choose df; as the
metric for measuring the importance of term ¢, in cate-

gory C, and it would be recomputed according to the
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principle of cosine normalization as follows:

I=di/ | 34, (2)

e  Among — categories weight
The entropy of term ¢, in all categories could be

computed as follows:

n ﬂ j“
H. log F

T _I:IF]
According to the properties of entropy, H, is be-
tween 0 and logn (0<H, <logn) . So H,/iogn would
be between 0 and 1 (0<<Ht/logn<1) . When term ¢,

(3)

occurs in all categories with the same probability, Hol/
lorgn would dose tol. when term occurs only in a certain
antegory, H. /logn would close to O. Set E to 1 — Hi/
logn. So when term ti olcurs in all cateyories with the
same probability, E would be equal to 0. When term ¢,
occurs only in a certain category, E would be equal to
1 E is called weight factor among categories in the pa-

per and could be formulated by .

LS bl ()

B, =1-
o logn/=1F

~ logn -

e  Total weight of term ¢, in category vector
Total weight of term ¢, in vector of category C,
could be formulated as follows’

Wisz”in(izll,...

3.4 FTCC Algorithm

,myj=1,2,...,n)(5)

The Fast Text Categorization based on CVSM
(FTCC) algorithm is proposed in the paper. In FTCC,
the vector representation method of new document
which is to be classified would be the same as that of
the category vector. Like TFIDF classifier, cosine simi-
larity could be still used to measure the distance be-
tween the vector of new document and cale;g()ry vec-
tor. After sorting according to the distance above, the
category that is the shortest distance to the new docu-
ment would be the requested result The form of the dis-

tance is as follows:

e (C,.d) G =4
simC,, = cos i, ) ==
" I 1€, N d,
i; Wiqu
m = m (6)
Wi/ XW;,

i=1 i=1

Where d, represents the vector of document to be

classified and C, represents category vector. W, and
W, are the vector weight of the word ¢, in document
vector d, and category vector C;.

In order to increase the computing speed of simC
and reduce the processing overhead of data sparsity, a
condensed vector representation method such as {1t
W

occurs in the document to be classified and W, is the

.| is proposed here, where 1, represents term which
weight for the component of d_ corresponding to t,. So,
most terms which appear in category but don’ t appear
in the document to be classified will be ignored. The

process of computing simC, is to search W,

; in G ac-
cording to t,. That is to say, the key stage of FTCC is
to search a certain term in a m — dimensional space
where m is the number of terms in training documents
set. In the worst — case scenario, searching would be
done logm times. If vectors could be saved using hash

table, searching speed would be quicker.

4 Experiments

4.1 Evaluation Method

The most popular index for evaluating the CLTC
system is the cross — language categorization effective-
ness 7, which is the ratio of average precision of CLTC

system to MLTC system.

n:Mxloo% (7)
O\II,T(.'

Where Q. is the average precision of CLTC sys-
tem and Qg is the average precision of MLTC sys-
tem. MLTC system here is considered as the baseline
system for measuring CLTC system.

The reference availble of CLTC didn’ t mention
whether there should be uniform test collection for
CLTC and MLTC We consider that comparing CLTC
and MLTC in the same test collection would be more
convictive. To MLTC, the recognized test method is
10 —fold cross validation. The method divided the data
set into 10 parts, 9 of which would be training set in
turn and the remaining 1 of which would be used for
testing. The average of 10 experimental results could be
used for estimating the accuracy of categorization algo-

rithm. The 10 - fold cross validation could assure

e 7
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there’ s no overlap between training document set and
testing document set for each experiment and the ave-
rage of 10 experimental results is very fair.

To CLTC, the source language and target lan-
guage are different. So to ensure that the experiments
are fair. we would first divide documents which are
translated from Chinese to English (C - E) into 10
parts randomly as training sets. Then the 10 testing sets
of MLTC experiments would be used to test these train-
ing sets respectively Each training set would be tested
on 10 testing sets individually. So there are 100 times
TC experiments in all. The average of 100 experimental
results would be the final results. We name this evalua-
tion method 100 — fold cross validation.

In order to keep the consistence of testing method
between MLTC and CLTC, there would be 10 training
set and 10 testing set for MLTC too. Training classifier
on each training set and testing the documents on 10
testing set respectively. 100 times experiments would

be donefor MLTC too and this would be the baseline

experiment used for comparing with CLTC.

4.2 Experimental Corpora

To do Cross — Language Feature Translation, a
Chinese — Enghsh bilingual dictionary with approximate
450,000 Chinese terms and 460,000 English terms'
are available m the S&T fields. Moreover, about 1,
100,000 sentence — aligned parallel corpora® are used
to produce bilingual dictionary with probability values.

To CLTC experiment, experimental documents

from WanFang DATA

(www. wanfangdata com cn) and all are dissertation

have been got company
abstracts in the S&T fields. According to the Chinese
Library Classification method, we selected 9 categories
including Aero, agriculture, architecture, chemistry,
energy, environment, machine, miliary and
mine. There are 546 Chinese documents and 517 Eng-
lish documents in experimental document set® and

could he shown in Table 1.

Table 1 Experimental Corpora

Category | Aer—o | Agriculture | Archite - Chemi - Ener - Enviro Mach Milit - Min —
cture stry gy — nment —ine ary e
Language
Chinese 42 17 46 27 138 28 107 16 96
English 53 17 71 23 136 28 104 21 93

To MLTC experiment, the ratio of training set to
testing set is 75% to 25% in the paper. To CLTC, af-
ter cross — language feature translation, documents
translated from C — E would be extracted randomly, the
number of extracted documented would be equal to that
of training set in MLTC experiments, and these extrac-
ted documents could be the training set of CLTC exper-
iments. The random extraction experiment here would
be done for 10 times independently. The Macro — F1
and Micro — F1 index would become the global meas-

urement index in the paper.

4.3 Baseline Experiments

According to the algorithm in section 3, we ran
the experiment in test corpora in section 4. 2. The ex-
periment results of 100 — fold cross validation could be
shown in Table 2. And comparison between FTCC algo-
rithm in section 3.4 and TFIDF algorithm in section
3.1 would be listed in Table 3. With the aim of space
saving, only the average result of 100 — fold cross vali-

dation experiments would be shown.

4.4 CLTC Experiment 1

In this experiment, Chinese is the source language

(D The copyrights of the English — Chinese bilingual dictionary are owned by ISTIC

(2)  The copyrights of the Sentence — aligned parallel corpora are owned by ISTIC

(3)  The interested reader could get my experimental corpora by sending an email to me and it’ s free
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