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CHAPTER 1

SOME BASIC CONCEPTS

1.1 Basic Statistics

We assume most readers are familiar with the basic statistical notions met
in introductory or service courses in statistics of some 20 hours duration.
Nevertheless, those with no formal statistical training should be able to use
this book in parallel with an introductory statistical text. Rees (2000) adopts
a straightforward approach. Some may prefer a more advanced treatment, or
an introduction that emphasizes applications in a discipline in which they are
working.

Readers trained in general statistics, but who are new to nonparametric
methods will be familiar with some of the background material in this chapter.
However, we urge them at least to skim through it to see where we depart
from conventional treatments, and to learn how nonparametric procedures
relate to other approaches. We explain the difference between parametric and
nonparametric methods and survey some general statistical notions that are
relevant to nonparametric methods. We also comment on good practice in
applied statistics.

In Chapter 2 we use simple examples to illustrate some basic nonparametric
ideas and introduce some statistical notions and tools that are widely used in
this field. Their application to a range of problems is covered in the remaining
chapters.

1.1.1 Parametric and Nonparametric Methods

The word statistics has several meanings. It is used to describe a collection
of data, and also to designate operations that may be performed with that
primary data. The simplest of these is to form descriptive statistics. These
include the mean, range, or other quantities to summarize primary data, as
well as preparing tables or pictorial representations (e.g., graphs) to exhibit
specific facets of the data. The scientific discipline called statistics, or statistical
inference, uses observed data — in this context called a sample — to make
inferences about a larger potentially observable collection of data called a
population. We explain the terms sample and population more fully in Section
1.2

We associate distributions with populations. Early in their careers statistics
students meet families of distributions such as the normal and binomial where
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individual members of the family are distinguished by assigning specific values
to entities called parameters.

The notation N(u, 02) denotes a member of the normal, or Gaussian, family
with mean p and variance 2. Here 1 and o are parameters.

The binomial family depends on two parameters, n and p, where n is the
total number of observations and p is the probability associated with one
of two possible outcomes at any observation. Subject to certain conditions,
the number of occurrences, r, where 0 < r < n, of that outcome among n
observations, has a binomial distribution with parameters n and p. We call
this a B(n, p) distribution.

Given a set of independent observations, called a random sample, from
some population with a distribution that is a member of a family such as the
normal or binomial, parametric statistical inference is often concerned with
testing hypotheses about, or estimation of, unknown parameters.

For a sample from a normal distribution the sample mean is a point (i.e., a
single value) estimate of the parameter p. Here the well-known ¢-test provides
a measure of the strength of the evidence provided by a sample in support of
an a priori hypothesized value pgo for the distribution, or population, mean.
We may also obtain a confidence interval, a term we explain in Section 1.4.1,
for the “true” population mean.

When we have a sample of n observations from a B(n, p) distribution with
p unknown, if the event with probability p is observed r times an appropriate
estimate of p is p = r/n. We may want to assess how strongly sample evidence
supports an a priori hypothesized value py, say, for p, or to obtain a confidence
interval for the population parameter p.

Other well-known families of distributions include the uniform (or rectan-
gular), multinomial, Poisson, exponential, gamma, beta, Cauchy and Weibull
distributions. This list is not exhaustive and you may not be, and need not
be, familiar with all of them.

It may be reasonable on theoretical grounds, or on the basis of past exper-
ience, to assume that observations come from a particular family of distrib-
utions. Also experience, backed by theory, suggests that for many measure-
ments inferences based on the assumption that observations form a random
sample from some normal distribution may not be misleading, even if the
normality assumption is incorrect. A theorem called the central limit theorem
justifies such a use of the normal distribution especially in what are called
asymptotic approzimations. We often refer to these in this book.

Parametric inference may be inappropriate or even impossible. For exam-
ple, records of examination results may only give the numbers of candidates
in banded and ordered grades designated Grade A, Grade B, Grade C, etc.
Given these numbers for pupils from two different schools, we may want to
know if they indicate a difference in performance between those schools that
might be attributed to different methods of teaching, or to the ability of one
school to attract more able pupils. There is no obvious family of distributions
that provides our data, and there are no clearly defined parameters about



