MAFFESHEA

ZNARBIAR
. WA AR

1] ¢ {14 Rl Ak 4 550 1
NATIONAL PUBLCATION FOLNOATION

Nanotechnology for

Electronics, Photonics, and Renewable Energy

Anatoli Korkin Predrag S. Krsti¢c Jack C. Wells




REiEteny

PR LTS
PARIEAR: k. BERATHERIR
Nanotechnology for E

Photonics, and Reney

Anatoli Korkin Predrag S. Krstg

ﬁck l

a4 G o8 B
b %



E: 01-2014-4076

Reprint from English language edition:

Nanotechnology for Electronics, Photonics, and Renewable Energy

by Anatoli Korkin, Predrag S. Krsti¢ and Jack C. Wells

Copyright © Springer Science+Business Media, LLC 2010

All Rights Reserved.

This reprint has been authorized by Springer Science & Business Media for
distribution in China Mainland only and not for export therefrom.

BT RBE EL it A o R M BB O AR S AE oh KRG S R AT, AR

EBEmEE (CIP) HiEE

KR : . B A A AE YR =Nanotechnology for electronics, photonics,
and renewable energy: F:3/ (3£) ZENFLH| (Korkin,A.A) 514, —R4E]
A —dent: BREHREE, 20147

(YRR S HAD

ISBN 978-7-03-041424-3

I .@ZPEI'"II.@ﬁ"'lll.@ﬁﬂ*?’iﬁ*)ﬁFFJ*)"C'?*T;"ZY @ KB AR -
HL 22030 @O KA - - AR AR - 08 IV.(D043-39  20441.1-39
@K01-39

rb [ R AP 0 CIp Bl i (2014) 55 165843 5

IR E R 45 E ) i 2ok
FoALEpHl . B EG /) HEikit: B ¥

A% B BB
AERUA L 16 5
MBS 100717
http:/www.sciencep.com

& @ B & A T EE]
FREEMAAERAT  SHUOR B 24
*
2014 T7HE — R FFAS: 720%1000 1/16
2014 4E 7 H 58— X EAI Epik: 18
FH: 360 000

EM: 128.00 7T
ChnAT BN S o v i, ek g )



(AARBMZERRIABRES

BB R EZ TURE

¥ & HFAL

EEEIESR PdH

BlEHR RiEA MEKR WTE

& F (e RIGEHFTHS)
WR/ANT - BHARAK fl/NVE
T B O RCF
ekt AR E OB
755 X &Y S SN
kI R OB

KA

s

BT
o
Erfrik
B

238
FFRAE
FE L
HRJEE AL

iRV
S0 B
22
2270



(HABESERRIABF

FERT ISR G K P & R A o, ST B N L AT B ) Rtk
L, - HRRUEFEEZZN LR EESBRERNERTE, B—MEX
PREFRHETOAR B SUSERUS | SUE Al B R Z — .

BlAEH AR & AN AT BRI AR M54 - RIS BF 58, 8 8] T H
27 GE30 X R REFER”. BHRM KR RS TRE I, (T Uk R 31+
WL AR AR . {5 B RAR A SRR RESC I B AL B IR B 547
CHERR) SRR A RERCE 2 A N . 9 A 25 7 F » BB M M O S
PR A R - E R A REFE R K . BriL B~ (R A
W~~~ &R XEBEDARESN SR ROEARRE. K,
RIS 7% RSE R A BFRINIER.

A 20 Hh42  RETE KR4 A | RS A SR RHEBOR AT B9 R 5
TEIH L CERKMEE TR RER, HPNRRAFE, RANEEEN
RG TR SCR S BUARR - A BB A 2 5 25 100 [ B AAE B AT H
BT SR A HIR K B R A R MR RIRGEH . BT L IR F R SUS R —
AR BEHE KAk B RREER . 4R HIEF R EF/EA T Z AL 26 ]
K EEEMREA A O AR B LR XA F R OIS 818 715 B
FEHFEARRES] .

AP LN 21 AR AR AR AR —, A2t ek
RBT A E R . B2 MO SRR E R RSN AKFERES
(TUPAC)&TI7E 2006 4F 12 AVFiE: “BIER R EEXWRARRAAKBL . 45
DR R =R R R E R E N R A E U RA SR E B R Rk
BHEEAE [ 2 s

PGET 20 R IRAORBIE L ARERM T SRR RER RS KRN R
SFPLE . H AT, A R BN ARTE N K BE AR AOK BB U A2 % 38 DL OB 3
Yl ERE.GRPHE M EA —ERE R PRI KBERARET
EHTE R REESE . Fit, BERYORBEH O SR AL 3 R R R4
U RS RORBRE SEOR D, SRR BUA U HH R B9 b2 1 M P AN R
LT AR G K B E R BT ERN TR . A A AS Y R LA o B2
P ER P R GUHE L SERIPEDD BT R R 2 K B A BOR (8 BT U, 4 A 28
WAMAKBE AR R R ETIR R HF RMAR LK RE mEERT £ A RE



M T X TEMII B4, .

LN A NRIWF A TT R B F 2y AT ANMB BB R A,
i — L R B T 454 AR R 25 -2 2L L5 Y [B] il 0 2R L A e & T4 SE 4540
hEERL PSR BER B R LR T, A > TAHRE LA
TIHREAL . B A AE A 43 A 1T A 5 440 455 25 1 STM 5 A 26 35 1) 43 1 2H 2% B Al
RNZ G A4 T T8 B et /e AT A W 4 F RO L 2 45 0 L B 2R e 604 4 T IR 4
e FEERARE VL I RE L 25 55, bl e - B S5 R AR 9T TR S5 HI S L s (b2
BT A4 FAH AL . B e BT BB R E SN REfL . WAL R E R LB T .55
JaME H 2 A 6,

& L2 e BRGSO IS AT AR 1B O Bl 27, BE R Z2 8k T 14
KRR 4 FLHBED TS0 2 ) TAE Lk H BT R 2T LB T TEEM
BT . Bhle ey BRMEGE PR, R BB R G RIBEAS S T H
TN A SCMZ AT S TR, BRBRRE A AG RE | 7 U 000 3% v S 5B 10 7B
OIS RHER N LS AR B, REERaRBrEeszGS B
HrEAnp ERE BT . 240k R IUHE THE— 558 2T X+, A B P s
BREZ RAEMATAYEE F 3RS R .

OB R R O ZE 2240 i A IR L b 3 R S T i B O B BT A
RFE B R EOR SEA A RS Al 22— iR

S THEMREILEA.NEEST, H A PEER R B, t 4 2% o0 5
PR SR (R, FR T ACERIEs ], P oA 22 2 A AE B ME o, B BT 2E R A T AS
FGE ., HEABEANES B LUES B E 2R TS LR HAER
HTAEFEIMAGZNFTATH, AR B AR SR R A8 . B0 v ¥ 5 [R) s , & B a) j8 A
fiRRT (o) B, HEBh 7> T 2SS AT A g .

5 WY



Preface

Tutorial lectures given by world-renowned researchers have become one of the
important traditions of the Nano and Giga Challenges (NGC) conference series.
Soon after preparations had begun for the first forum, NGC2002,! in Moscow,
Russia, the organizers realized that publication of the lectures notes would be a valu-
able legacy of the meeting and a significant educational resource and knowledge
base for students, young researchers, and senior experts. Our first book was pub-
lished by Elsevier and received the same title as the meeting itself—~Nano and Giga
Challenges in Microelectronics.> Our second book, Nanotechnology for Electronic
Materials and Devices,® based on the tutorial lectures at NGC2004* in Krakow,
Poland, the third book from NGC2007° in Phoenix, Arizona, and the current book
from joint NGC2009 and CSTC2009% meeting in Hamilton, Ontario, have been
published in Springer’s Nanostructure Science and Technology series. Hosted by
McMaster University, the meeting NGC/CSTC 2009 was held as a joint event of two
conference series, Nano and Giga Challenges (Nano & Giga Forum) and Canadian
Semiconductor Technology Conferences (CSTC), bringing together the networks
and expertise of both professional forums.

Informational (electronics and photonics), renewable energy (solar systems, fuel
cells, and batteries), and sensor (nano and bio) technologies have reached a new
stage in their development in terms of engineering limits to cost-effective improve-
ment of current technological approaches. The latest miniaturization of electronic
devices is approaching atomic dimensions. Interconnect bottlenecks are limiting
circuit speeds, new materials are being introduced into microelectronics manufac-
ture at an unprecedented rate, and alternative technologies to mainstream CMOS
are being considered. The low cost of natural energy sources and ignorance of the
limits and environmental impact from use of natural carbon-based fuels have been
long-standing economic barriers to the development of alternative and more effi-
cient solar systems, fuel cells, and batteries. Nanotechnology is widely accepted as
a source of potential solutions in securing future progress in information and energy
technologies.

Nanotechnology as the art (i.e., science and technique) of control, manipula-
tion, and fabrication of devices with structural and functional attributes smaller
than 100 nm is perfectly suited to advanced CMOS technology. This technology
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vi Preface

holds the capacity for massive production of high-quality nanodevices with an
enormous variety of applications from computers to biosensors, from cell phones
to space shuttles, and from large display screens to small electronic toys. Driven
by scaling electronic devices to smaller and smaller sizes, the electronic indus-
try has developed a set of sophisticated methods for deposition of ultra-thin films
with very precise composition and nanoscale lithographic patterning. Enormous
investment in nanotechnology for electronics R&D from companies and gov-
ernments of many developed countries now finds a “new source of revenue”—
solar energy applications. Based on the same core materials—silicon and other
semiconductors—photovoltaics has for a long time been a "poor relative" of micro-
and optoelectronics. That is not the case any more. The need for clean and renewable
energy is becoming evident for the global community from the limited resources
of mineral fuel and from the growing environmental impact of our current highly
wasteful use of natural resources. Moreover, the world-wide energy crisis may spark
a global political crisis and threaten the existence of human civilization.

The success of the NGC/CSTC 2009 conference, which resulted in the pub-
lication of this book and in other contributions making up special issues of
Nanotechnology’ and Nanoscale Research Letters,® would not have been possible
without generous support from many sponsors and research institutions. We grate-
fully acknowledge the contributions and support of McMaster University (confer-
ence host and co-organizer), Arizona State University, Springer, Canadian Ministry
of Foreign Affairs and Trade, Russian Nanotechnologies Corporation, Nokia,
Oak Ridge National Lab, Ontario Centres of Excellence, Sematech International,
CMC Microsystems, and many other local, national, international, and individual
supporters.

Gilbert, Arizona Anatoli Korkin
Oak Ridge, Tennessee Predrag S. Krsti¢
Oak Ridge, Tennessee Jack C. Wells
Notes

Uhttp://asdn.net/ngem2002/

2Nano and Giga Challenges in Microelectronics, eds. J. Greer, A. Korkin, J.
Labanowski (Elsevier, Amsterdam, Netherlands, 2003)

3Nanotechnology for Electronic Materials and Devices, eds. A. Korkin, E. Gusey,
J. Labanowski, S. Luryi (Springer, New York, USA, 2007)
“http://asdn.net/ngcm2004/

Shttp://asdn.net/ngc2007/

Shttp://asdn.net/ngc2009/

7Selected and invited papers from NGC/CSTC 2009 symposium on semiconductor
technology (guest editors Stephen Goodnick, Anatoli Korkin, Predrag Krstic, Peter
Mascher, John Preston, and Alexander Zaslavsky) published in Nanotechnology
21(13) (2010)
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8Nanoscale science and technology for electronics, photonics and renewable energy
applications: Selected papers from NGC2009 & CSTC2009 conference. (guest
editors Anatoli Korkin, Predrag Krstic, Zoran Miskovic, Hongbin Yu, and Igor

Zhitomirsky) published in the open-access journal, Nanoscale Research Letters 5(3)
(2010).
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Chapter 1
Molecular Electronics:
Challenges and Perspectives

Paolo Lugli, Simone Locci, Christoph Erlen, and Gyorgy Csaba

Abstract Molecular electronics has lately attracted increasing attention due to
some appealing features such as possibly very higher integration capabilities, their
low production cost, flexibility in the substrate choice, and possibility for large-area
deployment. Two parallel approaches characterize this field: on one side molecules
can be contacted and their transport characteristics exploited to achieve electronic
functionalities; on the other side existing device structures, as well as novel ones,
can be realized using organic layers instead of or together with inorganic materi-
als. While in the latter case theoretical investigations on such devices can be carried
out on adapting conventional simulators to the new materials and physics involved,
completely new tools have to be developed in the former case. In this chapter, the
operational principles of molecular systems will be presented based on a series of
theoretical results obtained from our groups. Challenges and perspectives are also
discussed.

Introduction

Molecular electronics has witnessed increased interest in recent years, triggered by
the forecast that silicon technology might reach its scalability limits in a few years
[1-4]. In order for molecular electronics to become a valuable alternative to sili-
con technology, it will not be sufficient to fabricate molecular electronic devices
with outstanding characteristics, but appropriate circuit and architectural solutions
will also be needed. While a lot of effort has been dedicated to the demonstration
of electronic functionalities of single molecules and organic films, research at the
circuit and system level is still in its infancy [5-9].

Investigation on single molecules or nanotube-based devices promises to
keep Moore’s law alive once miniaturization of silicon-based structures becomes

P. Lugli (=3)

Institute for Nanoelectronics, Technische Universitit Miinchen, Arcistrasse 21, D80333 Munich,
Germany

e-mail: lugli@tum.de

A. Korkin et al. (eds.), Nanotechnology for Electronics, Photonics, and Renewable 1
Energy, Nanostructure Science and Technology, DOI 10.1007/978-1-4419-7454-9_1,
© Springer Science+Business Media, LLC 2010
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2 P. Lugli et al.

impractical. As first proposed by Aviram and Ratner [10], one can imagine to
squeeze entire nonlinear circuit elements (such as diodes or transistors) into single
molecules. In principle, such devices could be significantly faster and smaller than
end-of-the-roadmap solid-state electron devices. Despite an enormous progress on
the experimental characterization of single-molecule conduction in the last years,
only few device concepts have emerged and it is still unclear whether individual
molecular devices could be integrated into a larger-scale computing circuit. In any
case, we can be sure that molecular circuits and architectures will be very dif-
ferent from what we are used to in today’s systems. Several architectures, which
would be suitable for the realization of electronic logic circuits or memory cells
based on molecular devices, have been proposed. One possibility is to synthesize
complex molecules whose arms can be separately contacted to provide the same
electrical input/output of conventional logic gates. Such fascinating idea, suggested
by Ellenbogen and Love [11], is unfortunately extremely challenging from the
chemical-synthesis point of view, and it has not been realized up to now. Another
possibility is to create a programmable interconnected network of nanoparticles
and molecular entities (“nanocells”) [12]: conducting metallic nanoparticles are
randomly deposited on a substrate (which can be a silicon one) and subsequently
bridged via molecular connections, to create electrical pathways between previously
patterned metallic leads. The molecular linkers should exhibit nonlinear IV charac-
teristics, in the form of negative differential resistance or hysteretic behavior and
the network is connected to a limited number of input/output pins at the edges of
the nanocell, which could then be accessed, configured, and programmed from the
edges. Simulations have demonstrated the capability of the nanocell to act as logic
gate [12, 13].

Integration with CMOS technology will certainly be the first step for devices
based on single molecules, with solutions that follow a road that has been called
“More than Moore™ [14], in an attempt to extend the standard chip functional-
ities already offered by silicon technology. Such hybrid systems would benefit
from the speed and reliability of CMOS, while offering at the same time the
versatility and intrinsically nanometer footprint of molecular devices. Two architec-
tures which are in principle compatible with silicon technology are the “Quantum
Cellular Automata” [15] and the “cross bar” [16, 17]. While the latter employs solu-
tions based on standard interconnections, the former relies on a highly innovative
approach. In fact, devices and their interconnections can no longer be separated in a
straightforward way in single-molecule electronics and it is not clear if the paradigm
of classical circuit theory for building a complex system can still be followed [18.
19]. It is very timely to explore alternative ideas to interconnect molecular building
blocks inside the molecular circuit and the molecules to the outer world without
metal wires [20], using electric or magnetic fields. One very interesting hybrid
architecture is the semiconductor/nanowire/molecular one (“CMOL”), proposed by
Likharev and coworkers [21, 22]. The basic difference with respect to crossbars is
that in CMOL the interface between CMOS circuitry and nanowires is provided by
pins distributed all over the circuit area. Thus, a much larger integration should be
achieved, with relaxed requirement concerning alignment of the wire interconnects.



I Molecular Electronics: Challenges and Perspectives 3

Besides single-molecule structures, molecular electronics refers also to the
employment of organic materials as substitutes for the solid-state layers of tradi-
tional semiconductor devices. Since their carrier mobility is relatively low, organic
devices cannot compete with silicon-based circuits in high-speed, high-performance
computing applications, but can become competitive in the market of large-area
devices, because their process technology is potentially inexpensive and circuits
can be realized on virtually any substrate (e.g., on plastics, paper, or textiles) [23].

We will present our theoretical analysis on organic transistors, inverters, and ring
oscillators, describing the simulation tools used and its applications to device and
circuit modeling. In the areas of chemical sensing, light emission, and light sens-
ing, organic materials could make far more versatile devices as their semiconductor
counterparts, because of the wide selection of possible sensor and light-emitting
materials [24]. The first products have already entered the marketplace (e.g., OLED-
displays), whereas others will follow soon. Due to their versatility in terms of
fabrication and performance, organic films could also be integrated with silicon
circuitry, embracing again the “*More than Moore™ paradigm.

Modeling and simulation of these device classes, which imitate traditional
solid-state devices with organic materials, seems quite straightforward, as the exist-
ing semiconductor simulation approaches, like the well-established drift-diffusion
method [25], can be applied. In spite of many open issues, mainly related to the
charge transport in organic semiconductors as well as to their morphology [26],
simulating organic devices do not require the development of fundamentally new
approaches. In parallel to numerical simulation, analytical approaches have also
been developed, which can help in the analysis of transport phenomena (e.g., trap-
ping) and device operation [27]. Circuits employing organic thin-film transistors
(OTFTs) are based on the same building block of conventional electronics, namely
the inverter, but, due to the difficulty of realizing n-type organic transistors, typical
circuits rely only on p-type devices, without being of complementary types [28].

A quite different approach is required for single-molecule devices, where quan-
tum mechanical tools are needed. Quantum chemistry methods have reached a high
level of maturity and are credited with good predictive power for the determina-
tion of formation energies and molecular geometries. It seems natural to extend
these methods beyond their original purpose to treat non-equilibrium transport pro-
cesses through single (or few) molecules and to analyze their device performance.
To such purpose, density functional theory (DFT) [29] usually provides the descrip-
tion of the electronic properties of the molecular system, while the non-equilibrium
Green’s function (NEGF) [30] allows one to compute the transport characteristics.
With such tools, it is possible to calculate the current—voltage characteristics of a
molecule connected to two metallic electrodes [31, 32]. Due to the computational
complexity of the DFT-NEGF algorithms, it is basically impossible to extend them
to the design of even very elementary circuits and memory cells. It is therefore nec-
essary to develop approaches which allow us to go from the atomistic description
of the single molecular element to design tools capable of full circuit simulations.
Construction of equivalent circuit models and circuit-level simulations serve this
purpose [33], as will be discussed afterwards.
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Single Molecules

Electronic conduction through a variety of different molecules has been studied
experimentally by many research groups [31, 32, 34-36] and novel design archi-
tectures for memories and logic circuits have been explored. However, the exact
nature of the transport mechanisms in many of such systems remains still open
to scientific debate. To correctly treat these problems, complex ab initio compu-
tations are needed. First-principles computations [29, 37, 38] are normally based
on density-functional methods, which are, however, limited to molecular systems
made up of a small number of atoms. In addition, a precise estimation of energy
band gaps requires sophisticated many-body corrections. Since we are interested in
the transport properties of molecules, which are not isolated entities but rather con-
nected to metallic electrodes, we need first to clarify how the interactions between
molecule and contacts determine the energy levels of the complete system. We
have used the density-functional tight-binding (DFTB) method [39, 40-45], which
allows a first-principles treatment of systems comprising a large number of atoms.
This method, implemented in the code gDFTB, has been extended to the non-
equilibrium Green’s function (NEGF) approach [30], by generalizing the calculation
of the atomic charges using the non-equilibrium (DFT) density matrix and solving
a three-dimensional Poisson solver [40]. The implementation of NEGF is similar to
other codes based on first-principles approaches [46, 29]. Thus, the computation of
the tunneling current between two contacts is possible in a manner consistent with
the open boundaries and non-equilibrium conditions that naturally arise in coherent
transport problems.

The main approximations of gDFTB are (i) the use of limited basis functions
(mainly the minimal basis) and (ii) the use of two-center approximation in the
calculation of the Hamiltonian matrix elements. The use of such approximations
makes the scheme computationally extremely fast and makes the approach suitable
to treat systems with several thousands of atoms, thus applicable to nanostructured
devices. The gDFTB scheme can be considered as a highly efficient high-level
computational tool which works surprisingly well despite the large number of sim-
plifying assumptions. It enables, for instance, the computation of the tunneling
current flowing between two or more contacts in a manner consistent with the open
boundaries and non-equilibrium conditions that naturally arise in coherent trans-
port problems. Molecular dynamics simulation can be performed within the present
approach, and time-dependent currents can be calculated accounting for molecular
vibration effects [40, 47]. Recently, the approach has also been extended to account
for electron—phonon interactions [48].

The density-functional tight-binding (DFTB) formalism has been described in
detail in many articles and reviews [49]. All matrix elements and orbital wave-
functions are derived from density-functional calculations. The advantage of the
method relies on the use of a small basis set and the restriction to two center inte-
grals, allowing extensive use of look-up tables. What distinguishes our approach
from empirical methods is the explicit calculation of the basis wavefunctions, which
allows deeper physical insights into and better control of the approximations used.
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1 Molecular Electronics: Challenges and Perspectives 5

The method solves the Kohn—-Sham equations self-consistently using a Mulliken
charge projection [43]. In the traditional DFTB code a minimal basis set of atomic
orbitals is used in order to reduce the matrix dimensions for diagonalization speed-
up. This approach has proved to give transferable and accurate interaction potentials,
and the numerical efficiency of the method allows molecular dynamic simulations
of large super-cells, containing several hundreds of atoms, particularly suitable
to study the electronic properties and dynamics of large mesoscopic systems and
organic molecules such as CNTs, DNA strands or adsorbates on surfaces, and
semiconducting heterostructure [50].

We briefly describe here the self-consistent DFTB method. The electronic den-
sity is expanded as a sum of a reference density n%(r) (that can be chosen as
the superposition of neutral atomic densities) and a deviation, én(r), such that
n(r) = n(r) + dn(r). The total energy of the system can be described, up to second
order in the local density fluctuations, as

Elnl = Y e (v |HO| ) + Erep [ 1] + E@[8m1. (1)

The first term in Eq. (1.1) can be written in terms of the TB Hamiltonian, which
is given by

0 free—atom
H,, =¢, : m=v
(1.2)

(fﬁu T + ver [”? + ”j(')]‘ ¢u) s meivej’

where ¢, and ¢, are the atomic orbitals localized around the atomic centers i and j;
T'is the kinetic energy operator; and vefr is the effective one-particle potential, which
depends on the density of the two atomic centers i and j.

The term Erep [n°] in Eq. (1.1) is the repulsive energy between the ions, screened
by the electronic distribution and the exchange energy. The third term in Eq. (1.1)
is the second-order correction that can be written as

Ez[’s"_l// L BB | ey drdr (1.3)
U=3 ’r—r’| Sn(r)dn(r’) PRI PSS ’

where the Hartree and exchange—correlation potentials have been separated. This
quantity is greatly simplified by retaining only the monopole term in the radial
expansion of the atom-centered density fluctuations [51].

Within the LDA approximation the exchange contribution vanishes for large
atomic distances. Hence in Eq. (1.3) the second-order correction to Ey. can be
neglected with respect to the Coulomb interaction. For short ranges Coulomb and
XC contributions are accounted with on-site Hubbard parameters, which are cal-
culated for any atom type within LDA-DFT as the second derivative of the total
energy of the atom with respect to the occupation number of the highest occupied
atomic orbital. These values are therefore neither adjustable nor empirical parame-
ter [43]. By applying the variational principle to the energy functional of Eq. (1.1),




