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Lesson 1 Hardware I

1.1 A Closer Look at the Processor and Primary Storage

.

We have learned that all computers have similar capabilities and perform essentially
the same functions, although some might be faster than others. We have also learned
that a computer system has input,output, storage,and processing components; that the
processor is the“intelligence”of a computer system; and that a single computer system
may have several processors. We have discussed how data are represented inside a com-
puter system in electronic states called bits. We are now ready to expose the inner work-
ings of the nucleus of the computer system—the processor.

The internal operation of a computer is interesting,but there really is no mystery to
it. The mystery is in the minds of those who listen to hearsay and believe science-fiction
writer. The computer is a nonthinking electronic device that has to be plugged into an
electrical power source,just like a toaster or a lamp.

Literally hundreds of different types of computers are marketed by scores of manu-
facturers''”. The complexity of each type may vary considerably, but in the end each
processor , sometimes called the central processing unit or CPU, has only two fundamental
sections: the control unit and the arithmetic and logic unit. Primary storage also plays an
integral part in the internal operation of a processor. These three—primary storage, the
control unit,and the arithmetic and logic unit—work together. Let’s look at their func-
tions and the relationships between them,

Unlike magnetic secondary storage devices, such as tape and disk, primary storage
has no moving parts. With no mechanical movement,data can be accessed from primary
storage at electronic speeds.or close to the speed of light. Most of today’s computers
use CMOS (Complementary Metal-Oxide Semiconductor) technology for primary stor-
age. A state-of-the-art CMOS memory chip about one eighth the size of a postage
stampt? can store about 4,000,000 bits,or over 400,000 characters of data!

Primary storage, or main memory, provides the processor with temporary storage
for programs and data. All programs and data must be transferred to primary storage
from an input device (such as a VDT) or from secondary storage (such as a disk) before

programs can be executed or data can be processed. Primary storage space is always at a
1



premium; therefore.after a program has been executed, the storage space it occupied is
reallocated to another program awaiting execution.

Figure 1-1 illustrates how all input/output (I/0) is*“read to”or“written from” pri-
mary storage. In the figure,an inquiry (input) is made on a VDT. The inquiry,in the
form of a message,is routed to primary storage over a channel (such as a coaxial cable).
The message is interpreted,and the processor initiates action to retrieve the appropriate
program and data from secondary storage'®. The program and data are“loaded”, or
moved, to primary storage from secondary storage. This is a nondestructive read
process. That is, the program and data that are read reside in both primary storage
(temporarily) and secondary storage (permanently). The data are manipulated accord-

ing to program instructions,and a report is written from primary storage to a printer.

Programs and data Data
ﬂ Secondary storage ﬂ
ROM | PROM | EPROM ~
Primary storage(RAM) C ::)

t 1 t

Cache memory l

I [

Output (report)

o Decoder Accumulator
Input (inquiry)
Program General — purpose
register register
Instruction General — purpose
register register
General'» purpose Anthmetic
register and
- logic unit
Control unit

Figure 1-1 Interaction Between Primary Storage and Computer System Components
All programs and data must be transferred from an input device or from sec-
ondary storage before programs can be exeéuted and data can be processed.
During processing,instructions and data are passed between the various types
of internal memories, the control unit,and the arithmetic and logic unit. Out- -
put is transferred to the printer from primary storage.
A program instruction or a piece of data is stored in a specific primary storage loca-

tion called an address. Addresses permit program instructions and data to be located,ac-

cessed,and processed. The content of each address is constantly changing as different

2



programs are executed and new data are processed.

Another name for primary storage is random-access memory,or RAM. A special
type of primary storage.called read-only memory (ROM),cannot be altered by the pro-
grammer. The contents of ROM are“hard-wired” (designed into the logic of the memory
chip) by the manufacturer and can be*read only”. When you turn on a microcomputer
system,a program in ROM automatically readies the computer system for use. Then the
ROM program produces the initial display screen prompt.

A variation of ROM is programmable read-only memory (PROM). PROM is ROM
into which you, the user, can load “read-only” programs and data. Once a program is
loaded to PROM, it is seldom,if ever,changed®!. However,if you need to be able to re-
vise the contents of PROM, there is EPROM, erasable PROM. Before a write operation,
all the storage cells must be erased to the same initial state.

A more attractive form of read-mostly memory is electrically erasable programma-
ble read-only memory (EEPROM). It can be written into at any time without erasing
prior contents; only the byte or bytes addressed are updated®’.

The EEPROM combines the advantage of nonvolatility with the flexibility of being
updatable in place'® . using ordinary bus control, address, and data lines.

Another form of semiconductor memory is flash memory (so named because of the
speed). Flash memory is intermediate between EPROM and EEPROM in both cost and
functionality. Like EEPROM, flash memory uses an electrical erasing technology. An
entire flash memory can be erased in one or a few seconds, which is much faster than
EPROM. In addition, it is possible to erase just blocks of memory rather than an entire
chip. However, flash memory does not provide byte — level erasuret”). Like EPROM,
flash memory uses only one transistor per bit, and so achieves the high density of
EPROM.

Cache Memory
Program and data are loaded to RAM from secondary storage because the time re-
quired to access a program instruction or piece of data from RAM is significantly less
than from secondary storage. Thousands of instructions or pieces of data can be accessed
from RAM in the time it would take to access a single piece of data from disk storaget®™
RAM is essentially a high-speed holding area for data and programs. In fact,nothing re-
ally happens in a computer system until the program instructions and data are moved to
the processor. This transfer of instructions and data to the processor can be time-consu-
ming,even at microsecond speeds. To facilitate an even faster transfer of instructions
3



and data to the processor,most computers are designed with cache memory. Cache mem-
ory is employed by computer designers to increase the computer system throughput (the
rate at which work is performed).

I.ike RAM.cache is a high-speed holding area for program instructions and data.
However,cache memory uses a technology that is about 10 times faster than RAM and
about 100 times more expensive. With only a fraction of the capacity of RAM, cache
memory holds only those instructions and data that are likely to be needed next by the

processor,
Words and Expressions

processor [ 'prousesa] n. AL FRHL

primary storage T fFi&a%

bit [bit] n. i, ik H6 . A
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EPROM ST
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1.2 Bus Interconnection

A bus is a communication pathway connecting two or more devices. A key charac-
teristic of a bus is that it is a shared transmission medium-"-. Multiple devices connect to
the bus, and a signal transmitted by any one device is available for reception by all other
devices attached to the bus. 1f two devices transmit during the same time period, their
signals will overlap and become garbled. Thus. only one device at a time can successful-
ly transmit. ’

Typically. a bus consists of multiple communication pathways, or lines. Each line
is capable of transmitting signals representing binary 1 and binary 0. Over time, a se-
quence of binary digits can be transmitted across a single line. Taken together!*!, sever-
al lines of a bus can be used to transmit binary digits simultaneously (in parallel). For
example, an 8-bit unit of data can be transmitted over eight bus lines.

Computer systems contain a number of different buses that provide pathways be-
tween components at various levels of the computer system hierarchy ., A bus that
connects major computer components (processor, memory, 1/0) is called a system bus.

A system bus consists, typically, of from 50 to 100 separate lines. Each line is as-
signed a particular meaning or function. Although there are many different bus designs,
on any bus the lines can be classified into three functional groups (Figure 1-2): data,
address. and control lines. In addition, there may be power distribution lines that sup-
ply power to the attached modules I

The data lines provide a path for moving data between system modules. These
lines, collectively, are called the data bus. The data bus typically consists of 8, 16, or

6



Figure 1-2 Bus Interconnection Scheme

32 separate lines, the number of lines being referred to as the width of the data bus /.
Because each line can carry only 1 bit at a time, the number of lines determines how
many bits can be transferred at a time. The width of the data bus is a key factor in de-
termining overall system performance.

The address lines are used to designate the source or destination of the data on the
data bus. For example, if the processor wishes to read a word of data from memory, it
puts the address of the desired word on the address lines. Clearly, the width of the ad-
dress bus determines the maximum possible memory capacity of the system.

The control lines are used to control the access to and the use of the data and ad-
dress lines [*). Because the data and address lines are shared by all components, there
must be a means of controlling their use. Control signals transmit both command and
timing information between system modules. Timing signals indicate the validity of data
and address information. Command signals specify operations to be performed.

Most computer systems enjoy the use of multiple buses, generally laid out in a hier-
archy'”’. A typical high-performance architecture is shown in Figure 1-3. There is a lo-
cal bus that connects the processor to a cache controller, which is in turn connected to a
system bus that supports main memory. The cache controller is integrated into a bridge

]

that connects to the high-speed bus™®. This bus supports connections to high-speed

LANSs, video and graphics workstation controller, as well as interface controller to local

]

peripheral buses, including SCSI, and FireWire 1 Lower-speed devices are still sup-

ported off an expansion bus, with an interface buffering traffic between the expansion
bus and the high-speed bus %),

PCI
The peripheral component interconnect (PCI) is a popular high-bandwidth, proces-
sor-independent bus that can function as a mezzanine or peripheral bus "', The current
standard allows the use of up to 64 data lines at 66 MHz, for a raw transfer rate of 528
Mbytes/s, or 4. 224 Gbps "'*), PCI is designed to support a variety of microprocessor-
7
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based configurations " . including both single- and multiple-processor systems. Accord-
ingly. it provides a general-purpose set of functions. It makes use of synchronous timing
and a centralized arbitration scheme

In a mulliproc¢ssor system (Figure 1-4), one or more PCI configurations may be
connected by bridges 1o the processor’s system bus. The system bus supports only the
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Words and Expressions

bus [bas] n. B

pathway ['pa®wei] n. BB, %
interconnection [inta(:)ka'neikfon] n. H.#%
share [ Jea] n. vt. £E, 32 ¥4

overlap [ouve'leep] v. ER, &

garble ['gabl] vt. B . HiX

over time — it [E]E

in parallel 34738

hierarchy ['haieraki] n. 2B (&), BIK
collectively [ko'lektivii] adv. & —iE . Ei&kHh
overall [ouvor'ail] adj. BK, B&EH
timing ['taimig] n. B FF . E8 . @E
integrated ['intigreitid] adj. 8
controller [kon'traula] n. 2%

SCSI &0, 2.4

traffic ['treefik] n. BERE. FER, XA
bandwidth [ 'beendwit®] n. H# F
processor-independent  Ji 37 F AL H 8% &9
mezzanine [ 'mezoni:n] n. H[EE ., K E#EE
adapter [o'deepta] n. BHEEF

Mbytes (mega byte) n. KFH, 10° Z%
Gbps (giga bit per second) B TIkfL
synchronous [ 'sipkrenss] adj. [
centralized arbitration EHXME

bridge [bridz] n. #F. B 2%

Notes

1. shared transmission medium &R “HLEEBAE". FREABRBET HELEEN
B — MRS R EME TN AEERREL LR EMEN. WX
WA R AR EE MENHESHLER.GIEBRAE.

2. taken together BH“ JLALKBO HE—E”. L ER. RRNIJLARNE—
2 BE R B 347 5% AR BCE
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