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Preface for Students

his textbook introduces you to the theory and uses of econometrics. With-

out econometrics, economics would be a rather vague science. For exam-

ple, economic theory will tell us that a 10% tuition subsidy plan will in-
crease college enrollments, but it won’t tell us by how much. Econometrics gives
us more specific information. Econometrics tells us that college enrollments will
rise, say, 15%, plus or minus 3%, if students get a 10% tuition subsidy.

Econometrics combines data, economic theory, and statistical theory to quan-
tify economic relationships. What is the price elasticity of the demand for co-
caine? How much does college financial aid reduce families’ saving? How steep is
the Phillips curve that relates unemployment rates to changes in the rate of infla-
tion? These are questions that can be answered by using econometrics.

Econometrics also provides tools for testing economic theories. Is the Phillips
curve stable, or does it shift when economic policy changes? Is the Cobb-Douglas
production function a reasonable representation of the U.S. economy? Does a col-
lege education increase lifetime earnings? These are questions for econometri-
cians.

Econometrics also provides tools for forecasting future economic events.
What will the GDP be in 2010? What will the unemployment rate be next year?
How many cigarettes will R. J. Reynolds sell next year? These, too, are questions
for econometricians.

Your background in economic theory and in statistics has prepared you to
use econometrics. As you might expect, because economic theory and statistics
are both abstract studies, econometrics also requires abstract thinking. But, in the
end, econometrics, like economic theory, is not about abstractions; it is about eco-
nomic behavior.

To keep economic behavior in the foreground as we march through the ab-
stract terrain of econometrics, this text includes Regression’s Greatest Hits, an
econometric Top 40 that recounts the details of profound, practical, and some-
times amusing real-world econometric studies. You will find the Belgian house-
hold expenditure data that Ernst Engel relied on, in 1857, to formulate Engel’s
Law, which states that food expenditure absorbs a smaller share of consumers’ in-
comes as income rises. You will see the econometric results that supported the Ra-
tional Expectations Revolution in macroeconomics. You will see studies of the de-
mands for rye, wheat, cocaine, and watermelons. You will learn how economists
measure labor-market discrimination against minorities and women. Economic
growth, violence by college students, capital punishment, infant mortality, and
health care policy are all subject to econometric study, and all appear in the
Greatest Hits feature.
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The Greatest Hits also demonstrate the critical thinking skills employed in
econometrics studies. You will come to understand the limits of what economists
learn. Because all empirical knowledge is conditional, what we think is true today
may be contradicted by new data tomorrow. Econometrics will provide you with
the ability to assess how much credence to give to economists’ latest findings.
Sometimes the findings are robust, and worthy of considerable confidence. Some-
times the findings are fragile, and deserve considerable skepticism. Understanding
both economic theory and econometrics allows you to make such judgments for
yourself, and thereby better understand the economic world in which we live.
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hy this textbook, when there are so many others available? Three fea-

N R / tures set this text apart from other recent econometrics texts: (i) start-

ing out with the Monte Carlo approach to estimators; (ii) the applied

perspective offered by the Greatest Hits feature; and (iii) the multitude of real-

world data employed throughout the text. These features are discussed briefly
here, and in depth in the following sections.

The book begins with a Monte Carlo exercise that shows students how to
compare their own estimators of the slope of a line through the origin. The
teacher’s manual shows how you can, on the first day of class, get students to de-
vise for themselves several estimators for this slope. By focusing students’ atten-
tion on how estimators perform across repeated samples, the exercise conditions
students to think like econometricians right from the start. The exercise also sets
the stage for a very accessible development of the Gauss—Markov Theorem.

The Greatest Hits feature contains exemplary econometric analyses from histori-
cal and modern examples. The Greatest Hits feature explores these studies to a depth
greater than that usually afforded by a typical textbook example. The additional in-
sight allows students to more fully understand the connection between econometrics
and the economic phenomena that they learn about in other economics courses.
Many of the Greatest Hits are accompanied by the original data used in the chosen
study. For example, Ernst Engel’s 1857 study linking food expenditure and income
appears among the Greatest Hits, and the Belgian budget data Engel used are avail-
able on this textbook’s companion Web site (www.aw-bc.com/murray).

The book relies heavily on real-world data. The Greatest Hits, the in-text ex-
amples, and the 292 end-of-chapter problems span a wide range of economic analy-
ses, and almost all are accompanied by data sets that the students can use to investi-
gate further. In all, the book’s companion Web site, www.aw-bc.com/murray,
contains 105 data sets associated with Greatest Hits, in-chapter examples, and end-
of-chapter problems.

My goal in writing this textbook is to engage students in econometrics by
showing them how the skills they learn in this course have been applied in the
real world, and to encourage them to use their knowledge similarly.

Why Begin with Monte Carlo?

What are the advantages of beginning with a Monte Carlo approach? Ordinary
least squares (OLS) is the usual starting point for econometrics textbooks. Find-
ing a “best fitting” line is an intuitively plausible goal, and the OLS estimator
does serve admirably in many analyses. However, starting with OLS has two ped-
agogical disadvantages. First, the “sum of squared residuals” is a within-sample
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property of estimators, rather than a sampling property. In 1998, in the American
Economic Review, Peter Kennedy wrote:

Contrary to the belief of most econometrics instructors, upon completion of in-
troductory statistics courses, the vast majority of students do not understand the
basic logic of classical statistics as captured in the sampling distribution concept.*

Students who do not understand the sampling distribution notion are not yet
ready to study econometrics. The study of OLS is at odds with gaining such an
understanding. Students are better served by starting with an exercise that high-
lights sampling distributions rather than with OLS, which ignores them.

Kennedy prefers to begin his classes with a series of problems that ask the stu-
dents to “explain how to do a Monte Carlo study.” I share a similar viewpoint,
and thus ask students to begin thinking about Monte Carlo results in Chapter 2.
Moreover, this book uses a Monte Carlo exercise that fascinates students because
it compares the students’ own estimators. (A horse race is always more interesting
when your horse is running.) Wondering how his or her own favorite estimator is
faring focuses each student’s attention on which estimator is performing best
when the estimators are used over and over again in repeated samples.

The second pedagogical disadvantage of the OLS strategy is that students are
unlikely to uncover it on their own. The OLS estimator is typically given to stu-
dents by their teachers. Wouldn’t students be more invested in the outcomes if
they could begin their class by designing their own estimators? Wouldn’t the stu-
dents be more interested if their first analysis in econometrics compared their own
estimators? That is the approach this book takes. While devising estimators for
the slope and intercept of a straight line is too daunting for most students, a sim-
pler, related problem that students can solve asks students to devise an estimator
for the slope of a straight line through the origin, beginning by grappling with the
cases that have first one, and then two, data points.

For ten years, my students, working with their classmates, have collectively
come up with four intuitively plausible estimators for the slope of a line through
the origin (all of which are linear, and each of which is BLUE for a suitable data-
generating process). I work through this exercise with them on the first day of
class, and students feel energized and excited about econometrics at the end of the
lecture. With four intuitively plausible estimators in hand, our discussion natu-
rally turns to how we can choose among them. With minimal direction, we find
ourselves reviewing the intuitions of mean absolute error, mean square error, un-
biasedness, and efficiency.

I initially invite the students to vote for their favorite estimator, but most stu-
dents quickly realize that this is not an ideal way to find a best estimator. Because

*Peter Kennedy, “Teaching Undergraduates Econometrics: A Suggestion for Fundamental
Change,” American Economic Review, 88, no. 2 (May 1998): 487-492.
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mean absolute error, mean square error, unbiasedness, and efficiency are all
across-sample properties of estimators, a Monte Carlo examination of the stu-
dents’ estimators, in which each estimator is used in many samples, is a well-
received strategy for choosing among the estimators. This strategy highlights the
sampling distribution concept. The students can see whether their estimator or
someone else’s performs better when used repeatedly.

The Monte Carlo exercise has another important benefit. In order to conduct a
Monte Carlo exercise, students have to make assumptions about the data-generating
process. Curiously, students usually make the Gauss—Markov Assumptions when
confronted with a series of choices about their DGP. A computer program, available
on this book’s companion Web site (www.aw-bc.com/murray), leads students
through the choices they must make to build their Monte Carlo models, and then
presents them with the Monte Carlo results. At the end of this exercise, students are
keenly aware that they have been looking across samples to assess their estimators,
and they are aware that their results might well depend critically on their assump-
tions—that is, on the Gauss-Markov Assumptions.

Chapter 2 describes this computer program, but in practice, these lessons are
most effectively conveyed by working through the computer exercise in class or
lab. This Monte Carlo exercise almost always results in a clear winner among the
estimators on the basis of mean square error or mean absolute error. What is not
clear at the end of the Monte Carlo exercise is whether any of the estimators are
unbiased—sampling error muddies the water.

The question of unbiasedness provides the springboard to a more formal sta-
tistical analysis of the students’ estimators in Chapter 3. Students’ estimators are
almost always linear estimators; only occasionally do students suggest an estima-
tor that uses medians, which are not linear. Chapter 3 notes the linearity of the
students’ estimators and asks when, under the Gauss—Markov Assumptions, a lin-
ear estimator of the slope of a line through the origin is unbiased. Chapter 3 also
derives the variance of a linear estimator. One semester, a student of mine raised
his hand at this juncture and asked, “If I minimize that variance, subject to the
unbiasedness requirement, can I get an even better estimator?” Not every student
leaps unaided to the Gauss—Markov Theorem, but the theorem is easy to moti-
vate once the unbiasedness and variance results are in hand. Moreover, students
grasp without great difficulty that the strategy used to get a BLUE estimator un-
der the Gauss—Markov Assumptions could be as easily applied under alternative
assumptions; from here, the path to generalized least squares is clear.

The book’s Monte Carlo beginning yields three pedagogically valuable fruits:
an early experience with competing estimators for a given problem, a clear under-
standing that econometricians choose estimators for their across-sample proper-
ties, and a confident intuition for the strategy of BLUE estimation. Typically, I
cover these first three chapters of the text and a lecture-long review of statistics
(the material in the book’s Statistical Appendix), in four 80-minute lectures and
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two lab periods. Later on, the text returns to Monte Carlo analyses to facilitate
learning about heteroskedasticity, errors in variables, and consistency. Computer
programs for these exercises are also on the textbook’s companion Web site
(www.aw-bc.com/murray). Another computer program that visually illustrates
the power of hypothesis tests about the OLS estimator is on the Web site as well.

Regression’s Greatest Hits

The Greatest Hits feature serves several purposes in the text. The abstractions
needed to do economics are aesthetically appealing for some students, but most
students are more interested in econometrics as a toolkit. The first Greatest Hits
show students that knowledge obtained with econometrics can be both practical
and profound. Early Greatest Hits include Feldstein’s investigation of the effect of
college financial aid on family saving and Engel’s 19th century work on food ex-
penditures and income. A later, more light-hearted Greatest Hit studies the rela-
tionship between a wine label’s contents and the wine’s price.

In the early chapters, the Greatest Hits help students make the leap from the
theoretical economics they have studied to the econometrically convenient linear
forms in which econometricians usually cast economic theories. The economic
theory that students encounter before taking econometrics relies heavily on one
economic variable being a function of another, y = f(x), as in a demand equation
or in a supply equation, with equilibrium conditions linking the functions. The
linear-in-parameters function used in introductory econometrics is a special case
of the functions usually found in economic theory, but one that is often unfamiliar
to students when they begin their econometrics course. “Why do I care about
straight lines?” is a sensible question that is best answered by examples in which
straight lines are economically interesting. The Capital Asset Pricing Model and
Friedman’s permanent income consumption function make straight lines through
the origin surprisingly interesting.

Later in the book, the Greatest Hits illustrate how new techniques have been
used to obtain practical, profound, or intriguing results. Some Greatest Hits—
those categorized as “Classical Favorites”—have each been cited more than 300
times since 1968. Examples include Mincer on wages; Mankiw, Romer, and Weil
on growth; Phillips, and later Lucas, on the Phillips curve; and McFadden on
transportation. These Greatest Hits show students how much important eco-
nomic knowledge is grounded in econometric research.

A second subset of Hits—“Golden Oldies”—are equally venerable, but pre-
date the Social Science Citation Index. Examples include Engel on the demand for
rye (1861); Lehfeldt on the demand for wheat (1914); and Cobb and Douglas on
the production function (1928). These Greatest Hits remind students that eco-
nomics has been an empirical science for a very long time.

A third category—*“Pop Tunes”—provides students with practically impor-
tant or amusing results that illustrate the usefulness of the tools they are learning.
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Examples include beer prices and student misbehavior, and capital punishment
and murder rates. :

The Greatest Hits are written for accessibility. Casual reading should enable
students to glean the primary lesson of any Hit. But careful reading should yield
richer understandings of both the economics and the econometrics of the Hit. In-
structors can use the Greatest Hits as sidebars that illustrate why we study econo-
metrics or as a rich addition to.the students’ learning.

Applying Econometrics to Real-World Data
Much of econometrics must be learned by doing econometrics. Though it is true that
students cannot understand econometric applications without studying econometric
theory, they cannot internalize and fully appreciate the concepts of econometric the-
ory until they have grappled with applications. This book’s Greatest Hits and its
in-chapter examples show students how econometrics can be richly applied; the end-
of-chapter problems charge students with applying econometrics themselves.

In all, 292 end-of-chapter problems ask students to apply their newly learned
skills. The problems rely on 105 real-world data sets that are available on the
book’s companion Web site, www.aw-bc.com/murray. (Each data set is available
in four formats: EViews, Stata, Excel, and comma-separated ASCII. To allow stu-
dents to easily apply the methods learned in a given chapter, the data are cleaner
than what researchers must usually work with.) Where possible, the data are
drawn from published economics articles, so that students can see first-hand the
intimate link between econometrics and new economic knowledge.

Using the Book

I expect that almost all one-term introductory courses will use Chapters 1
through 11. In this case, you would begin with students’ own estimators of the
slope of a line through the origin and end with generalized least squares applied
to models with heteroskedastic or first-order autocorrelated disturbances. How-
ever, instructors who do not want to use Monte Carlo methods can skip Chapters
2 and 3 with little disruption. Teachers who assign a term paper in which students
do original empirical work can also point students to the Chapter 12 Greatest Hit
“Making Music.” This hit introduces the microeconomic and macroeconomic
data sets that economists work with most often.

Chapters 12 through 19 are written to be taught in almost any order, so that
teachers of a semester-long introductory course can select a specialized topic to
add to the foundations taught in Chapters 1 through 11. Chapter 12, which in-
troduces consistency and asymptotic distributions, is an especially good prelude
to Chapter 13 on IV estimation; otherwise, Chapters 12 through 19 are freestand-
ing. Especially novel is Chapter 15, which introduces students to randomized and

natural experiments.
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Instructors who prefer to teach matrix -algebra with their students will find
the chapter appendices that re-present chapter material in matrix form helpful.
Early appendices also develop the mechanics of matrix algebra. There is no ma-
trix algebra in the book outside of these appendices. For additional material,
teachers can turn to the Web Extensions available on this book’s companion Web
site. For example, chapters on maximum likelihood estimation and on the gener-
alized method of moments are available online.

Chapters 12 through 19, coupled with the online Web Extensions, are the ba-
sis for a second semester of a course in econometrics. Instructors of advanced
courses, who need to spend considerable time reviewing introductory economet-
rics, can select material from Chapters 12 through 19 and the Web Extensions.
Advanced courses that follow immediately upon an introductory course can
cover most, if not all, of Chapters 12 through 19 and the Web Extensions in a full
semester.

Supplements

For the instructor an Instructor’s Manual and PowerPoint presentation slides are
available for download at the Instructor’s Resource Center on the catalog page
for Econometrics: A Modern Introduction.

The Instructor’s Manual has been designed to provide you with support and
suggestions for using this book effectively in your econometrics course. For each
chapter in the text, the Instructor’s Manual contains:

¢ Chapter overviews

® Teaching tips, which detail my strategies for helping students achieve success in
each topic area

* Answers to the end-of-chapter questions and problems

The Instructor’s Manual also contains several suggested pathways for organ-
izing your course.

The Power Point presentation contains a version of my lecture notes, refined
and prepared by Stephen Weinberg, who used the book as a Teaching Fellow at
Harvard University. The slides also contain the figures and tables from the text.

The Companion Web site for this book can be accessed at www.aw-bc.com/
murray. This Web site contains a wealth of supplementary material, including

* Eleven Web Extensions—fully developed discussions of the following special
topics: A Medley of Regression’s Greatest Hits; Using Calculus and Algebra for
the Simplest Case: # = 3; A Matrix Approach to Consistency; X’s Fixed Across
Samples; and A Matrix Approach to Consistency with Stochastic Regressors;
Local Average Treatment Effects; More Estimators for Systems of Equations; A
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Matrix Representation of Panel Data; Multiple Cointegrating Relationships;
Log-Odds and Logit Models: Using Grouped Data; Multinomial Models; Gen-
eralized Method of Moments Estimators and Identification; and Maximum
Likelihood Estimation.

® 105 Data Sets—the data sets that students will use to solve the end-of-chapter
problems. The data sets are available in four formats: EViews, Stata, Excel,
and comma-separated ASCII. v

o Selected Solutions to the end-of-chapter problems

¢ Six Monte Carlo Simulation Builders—Web-accessible Monte Carlo programs
for assessing the small- and large-sample properties of several estimators for
various DGPs, including the Gauss—Markov and heteroskedastic cases and the
omitted variables case.

o The PowerPoint presentations

* Glossary Flashcards
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