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Lesson 1 Electronics Device

One of the key inventions in the history of electronics, and in fact one of the most
important inventions over period, was the fransistor. It was invented by Bell Laborato-
ries in 1948. In short, a transistor is a device that conducts a variable amount of elec-
tricity through it, depending on how much electricity is input to it. However, unlike the
vacuum tube , i is solid state. This means that it doesn’t change its physical form as it
switches. Also, there are no moving parts in a transistor.

The advantages of the transistor over the vacuum tube are enormous. Compared
with the old vacuum technology, transistors are much smaller, faster, and cheaper to
manufacture. They are also far more reliable and use much less power. It is the tran-
sistor that started the evolution of the modern computer indusiry in motion.

By careful chemical composition and arrangement, it is possible to create a very
small transistor directly on a layer of silicon. A speciql material is used to make these
transistors. While most materials either insulate from electrical flow (air, glass, wood)
or conduct electricity readily ( metals, water) , there are some that only conduct elec-
tricity a small amount,_or only under certain conditions. These are called semiconduc-
tors. The most commonly used semiconductor is of course silicon. What allowed the
creation of modern processors was the invention of the integrated circuit, which was a
group of transistors manufactured from a single piece of material and connected together
internally, without extra wiring. Integrated circuits are also called ICs for short or
chips.

The first IC was invented in 1959 by Jack Kilby of Texas Instruments ( TI) and
Robert Noyce of Fairchild Semiconductor Corporation. Robert Noyce is a computer
industry pioneer and Intel cofounder. He is also credited as the co-inventor of the inte-
grated circuit a. k. a. microchip along with Jack Kilby. It contained just six transistors
on a single semiconductor surface and wasn’t popular till the middle 1960s when the
Fairchild released the uA709. This was the first commercially successful 1C op amp.
The major drawback of the uA709 was stability ; it required external compensation and a
competent analog engineer to apply it. Also, the uA709 was quite sensitive because it

had a habit of self-destruction under any adverse condition. The uA741 follows the
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Chapter 1 Information Engineering

uA709, and it is an internally compensated op amp that does not require external com-
pensation if operated under data sheet conditions. There has been a never-ending series
of new op amps released each year since then, and their performance and reliability
have improved to the point where at present they can be used for analog applications by
anybody.

After the invention of the integrated circuit, it took very little time to realize the
tremendous benefits of miniaturizing and integrating larger numbers of transistors into
the same integrated circuit. More transistors, namely digital switches, were required in
order to implement more complicated functions. Miniaturization was the key to integra-
ting together large numbers of transistors while increasing hardware speed and keeping
power consumption and space requirements.

As time progressed after the invention of LSI, the technology improved and chips
became smaller, faster and cheaper. Building on the success of earlier integration
efforts, engineers learned to pack more and more logic into a single circuit. Originally,
the functions performed by a processor were implemented using several different logic
chips. Intel was the first company to incorporate all of these logic components into a
single chip. This was the first microprocessor, the 4004, introduced by Intel in 1971.

All of today’s processors ( whereas highly advanced) are descendants of this original

4-bit CPU.

Words and Expressions

transistor [ tren' z1sta | mikRE

device [ di' vais ] i, KB

vacuum tube B ZSH

manufacture [, menju' fekt[o]  #ld, gl
silicon [ 'sihikan ] it

conduct [ 'kandakt ] %%, 51%; SHESHt
integrated [ mtlgreltld] BAEW, EE51
integrated circuit 5 /%, B

op amp  (operational amplifier WHE B X)) MK, BEMKALE
analog ['H:nal:)g] LR MY, RIS
miniaturize [ 'mnatforaiz] AL, {d/ A4
miniaturization [ minatfarar’ zei[n | /R4,

microprocessors | , matkrou' prosesaz | fALIHES
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Lesson 2 Circuit Analysis Using the Ideal Operational
Amplifier |

Ideal Operational Amplifier

In order to introduce operational amplifier circuitry, we will use an ideal model of
the operational amplifier to simplify the mathematics involved in deriving gain expres-
sions, etc. , for the circuits presented. With this understanding as a basis, it will be
convenient to describe the properties of the real devices themselves in later sections,
and finally to investigate circuits utilizing practical operational amplifiers. To begin the
presentation of operational amplifier circuitry, then, it is necessary first of all to define
the properties of a mythical “perfect” operational amplifier. The model of an ideal

operational amplifier is shown in Fig. 2. 1.

+0

£.=0 when £=0
Fig. 2.1 Equivalent circuit of the ideal operational amplifier

Defining the Ideal Operational Amplifier;

® Gain: The primary function of an amplifier is to amplify, so the more gain the
better. It can always be reduced with external circuitry, so we assume gain to be infinite.

@ Input Impedance ; Input impedance is assumed to be infinite. This is why the
driving source won’t be affected by power being drawn by the ideal operational amplifier.

® Output Impedance: The output impedance of the ideal operational amplifier is
assumed to be zero. It then can supply as much current as necessary to the load being
driven.

® Response Time: The output must occur at the same time as the inverting input
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so the response time is assumed to be zero. Phase shift will be 180°. Frequency
response will bre flat and bandwidth will be infinite because AC will be simply a rapidly
varying DC level to the ideal amplifier.

® Offset: The amplifier output will be zero when a zero signal appears between
the inverting and non-inverting inputs.

® A Summing Point Restraint;: An important by-product of these properties of
the ideal operational amplifier is that the summing point, the inverting input, will con-
duct no current to the amplifier. This property is to become an important tool for circuit
analysis and design, for it gives us an inherent restraint on our circuit—a place to begin
analysis. Later on, it will also be shown that both the inverting and non-inverting inputs
must remain at the same voltage, giving us a second powerful tool for analysis as we
progress into the circuits of the next section.

A description of the ideal operational amplifier model was presented in the last sec-
tion, and the introduction of complete circuits may now begin. Though the ideal model
may seem a bit remote from reality—with infinite gain, bandwidth, etc. , it should be
realized that the closed loop gain relations which will be derived in this section are
directly applicable to real circuits—to within a few tenths of a percent in most cases.
We will show it later with a convincing example.

The Desirability of Feedback

Consider the open loop amplifier used in the circuit of Fig. 2. 2. Note that no cur-
rent flows from the source into the inverting input—the summing point restraint derived
in the previous section—hence, there is no voltage drop across R, and E_ appears across
the amplifier input. When E_ is zero, the output is zero. If E, takes on any non-zero

value, the output voltage increases to saturation, and the amplifier acts as a switch.
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Fig. 2.2 Open loop operation
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The open loop amplifier is not practical—once an op amp is pushed to saturation,
its behavior is unpredictable. Recovery time from saturation is not specified for op amps
(except voltage limiting types). It may not recover at all; the output may latch up. The
output structure of some op amps, particularly rail-to-rail models, may draw a lot of
current as the output stage attempts to drive to one or the other rail.

Two Important Feedback Circuits

Fig. 2.3 shows the connections and the gain equations for two basic feedback cir-
cuits. The application of negative feedback around the ideal operational amplifier results
in another important summing point restraint: The voltage appearing between the inver-

ting and non-inverting inputs approaches zero when the feedback loop is closed.

R, R,
o———F
E ‘ '
1 R R, E, E, b—o0
Q ! E()
i R - ’ 'E R T
=(1+-= Zo_ "o
E, (1 R )EJ E 2
(a) Non-inverting (b) Inverting

Fig. 2.3 Basic amplifier circuits

Consider either of the two circuits shown in Fig. 2.3. If a small voltage, meas-
ured at the inverting input with respect to the non-inverting input, is assumed to exist,
the amplifier output voltage will be of opposite polarity and can always increase in value
(with infinite output available) until the voltage between the inputs becomes infinitesi-
mally small. When the amplifier output is fed back to the inverting input, the output
voltage will always take on the value required to drive the signal between the inputs
toward zero.

The two summing point restraints are so important that they are repeated:

® No current flows into either input terminal of the ideal operational amplifier.

@® When negative feedback is applied around the ideal operational amplifier, the
differential input voltage approaches zero. ’

These two statements will be used repeatedly in the analysis of the feedback
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circuits to be presented in the rest of this section.

Words and Expressions

gain [gem] 345

mythical [ 'méikal]  #IEH, BHEH

impedance [ 1m'pi:dons]  FH#T

inverting input S FH% A ¥t

phase shift fH#%

bandwidth [ ' baendwid6 | B e, AT L

offset ['ofset] WA R; HEIH; FREENR]; ZIR; &L
summing point 3K 8,

restraint [ n'streint ] ZAFR (5&KAE)

by-product  &lF=fh; T ERMLER

inherent [ ' hiarant ] BAK, NER; SHEEERN
closed loop gain I8 25

open loop gain ¥ 25

saturation [ seetfa'reifn] EM CRE), BAE

laich [leetf] 4778

polarity [ po'leeroti]  #HetE

infinitesimally [, infin' tesimali]  JE55/Mb, #/hib

ideal operation amplifier FRAEZE A KES (abbr. ideal op amp)

differential input amplifier 243 HKAS
voltage follower HiJE#iH (HRFE) %
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Lesson 3 Digital Electronics

Digital electronics represent signals by discrete bands of analog levels, rather than
by a continuous range. All levels within a band represent the same signal state. Rela-
tively small changes to the analog signal levels due to manufacturing tolerance, signal
attenuation or parasitic noise do not leave the discrete envelope, and as results are
ignored by signal state sensing circuitry.

In most cases the number of these states is two, and they are represented by two
voltage bands: one near zero volts and a higher level near the supply voliage, corre-
sponding to the “false” ( “0”) and “true” ( “1”) values of the Boolean domain
respectively. »

Digital techniques are useful because it is easier lo get an electronic device to
switch into one of a number of known states than to accurately reproduce a continuous
range of values.

Digital electronics are usually made from large assemblies of logic gates, simple
electronic representations of Boolean logic functions.

One advantage of digital circuits when compared to analog circuits is that signals
represented digitally can be transmitted without degradation due to noise. For exam-
ple, a continuous audio signal, transmitted as a sequence of 1s and Os, can be recon-
structed without error provided the noise picked up in transmission which is not enough
to prevent identification of the 1s and Os. An hour of music can be stored on a compact
disc as about 6 billion binary digits.

In a digital system, a more precise representation of a signal can be obtained by
using more binary digits to represent it. While this requires more digital eircuits to
process the signals, each digit is handled by the same kind of hardware. In an analog
system, additional resolution requires fundamental improvements in the linearity and
noise characteristics of each step of the signal chain.

Computer-controlled digital systems can be controlled by software, allowing new
functions to be added without changing hardware. Often this can be done outside of the
factory by updating the product’s software. So, the product’s design errors can be

corrected when the product is in a customer’s hands.
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Chapter 1 Information Engineering

Information storage can be easier in digital systems than in analog ones. The noise-
immunity of digital systems permits data to be stored and retrieved without degradation.
In an analog system, noise from aging and wearing degrade the information stored. In a
digital system, as long as the total noise is below a certain level, the information can be
recovered perfectly.

In some cases, digital circuits use more energy than analog circuits to accomplish
the same tasks, thus producing more heat. In portable or battery-powered systems this
can limit the use of digital systems.

For example, battery-powered cellular telephones often use a low-power analog
front-end to amplify and tune in the radio signals from the base station. However, a
base station has grid power and can use power-hungry, but very flexible software radios.
Such base stations can be easily reprogrammed to process the signals used in new cellu-
lar standards.

Digital circuits are sometimes more expensive, especially in small quantities.

The sensed world is analog, and signals from this world are analog quantities. For
example, light, temperature, sound, electrical conductivity, electric and magnetic
fields are analog. Most useful digital systems must translate from continuous analog
signals to discrete digital signals. This causes quantization errors.

Quantization errors can be reduced if the system stores enough digital data to repre-
sent the signal to the desired degree of fidelity. The Nyquist-Shannon sampling theo-
rem provides an important guideline as to how much digital data is needed to accurately
portray a given analog signal.

In some systems, if a single piece of digital data is lost or misinterpreted, the
meaning of large blocks of related data can completely change. Because of the cliff
effect, it can be difficult for users to tell if a particular system is right on the edge of
failure, or if it can tolerate much more noise before failing.

Digital fragility can be reduced by designing a digital system for robustness. For
example, a parity bit or other error management method can be inserted into the signal
path. These schemes help the system detect errors, and then either correct the errors,
or at least ask for a new copy of the data. In a state-machine, the state transition logic
can be designed to catch unused states and trigger a reset sequence or other error recov-
ery routine.

Digital memory and transmission systems can use techniques such as error detection
and correction to use additional data to correct any errors in transmission and storage.

On the other hand, some techniques used in digital systems make those systems
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