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A Dynamic Traffic Flow Forecast Model
CAO Kai ZHAO Mo

(Shandong University of Technology . Zibo City . 255049)

Abstract  In this paper. we propose an approach for forecasting traffic flow,
which employs [irst a double exponential smoothing (DES) model to predict the
future datum. Then. the DES model is used again for making a residual correc
tion scheme. Furthermore. a Markov forecast model is adopted to construct a
forccast trend adjustment scheme. Smoothing parameters of the DES model is de
termined by using the genetie algorithm and the gradient descent algorithm. The
prediction model is applied to forecasting the traffic flow of Shiji Route in Zibo
City. the forecast results of proposed model are compared with that of ARIMA.
Key words  Traffic Flow Forccast, Double Exponential Smoothing. Markov

Chain, GA Gradient Descent Algorithm
I Introduction

The problem of traffic flow forecast is to determine the amount of traffic flow in a future
time window. The motivation for such forecast is obvious. since the development of many
I'TS systems such as route guidance systems, adaptive ramp metering. adaptive signal con-
trol. and variable message signs is being increasingly demanded for accurate traffic flow fore-
casting. Depending on the data source used in the forecasting process, traffic flow forecast
models can be mainly categorized into three groups: 1) those using only historical data; 2)
those using only real — time datas and 3) those using both historical and real — time data. The
key issue in the problem of traffic flow forecast is how to make use of both these sources of
information,

A considerable amount of rescarch has been conducted on traffic flow forecast algo-
rithms. for example. some that are based on the spectral analysis ', Kalman filtering theo-
ry ' lincar models ' o dvnamic traffic assignment models © . neural network models *
and ARIMA models "' . These are among typical methods adopted by researchers in the field
ol transportation,

In this paper. we propose a novel prediction algorithm, in which the double exponential
smoothing model (DES) is used first for forecasting the future. Then, the DES model is
used again to it a residual series. and to estimate value of the residual series at the next
step. And the estimated value is utilized to correct the previous DES forecast model. This
corrected model is called D-DES model.

In order to optimize the smoothing parameters of the DES model. the genetic algorithm
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is adopted to perform global scarch for locating a *good” region in parameter space, and then
the gradient descent algorithm is employed to do fine-tuned local search so as to find a near
optimal solution in that region.

Last. a Markov forecast method is suggested to provide a adjustment for the prediction
trend of D-DES model. The obtained model is called D-DESM model.

This paper is organized as follows. The topology of the proposed forecast model is intro-
duced in the section 2. The combined genetie algorithm and gradient descent method is de-
scribed in section 3. In section 4. the application on the traffic flow forecast to Shiji Route in
Zibo City is presented. and the forecast results of D-DESM model are compared with that of

SARIMA model. Finally. conclusions are derived in the last section.
2  Modeling

All forecast methods are. by nature. extrapolated. Their differences lie in the way es-
tablished patterns and or relationships are identified and extrapolated in order to make fore-
casts . Some methods identify the “average” pattern or relationship. Assuming that short-
term fluctuations are ignored. all observations are weighted equally. regardless of their time
position. In fact. these forecasts are extrapolations of the average pattern or relationship.
Therefore. they are long-term oriented.

A great majority of forecast methods produce only short-term oriented forecasts. They
work on the assumption that changes in data are possible and that recently established pat-
terns will greatly determine post-sample forecasts. Consequently. forecasts are made by as-
signing greater value to more recent observations. In effect, these forecast methods are of no
consequence in the recent past as their memory is exponentially decaying.

In this paper. the proposed forecast approach differentiates between two models (strate-
gies): a short-term strategy and a long-term one. The former employs models that can readi-
ly adapt to changes in the data pattern when they occur. since its objective is short-term.
The long-term strategy recognizes that not all pattern changes are permanent; therefore, the
most recent pattern does not necessarily provide the most accurate basis for extrapolating in
the future. Instead. a long-term model that captures the long-term trend is required. The
two models usually produce different predictions that will be reconciled to make the final

forecasts.
2.1  DES modeling approach

Double exponential smoothing was first proposed by Holt "' This method is similar to
thea-B-Yfilter used in aircraft tracking and relies on the idea that a time series change can be
adequately modeled by a simple linear trend equation with a slope and y-intercept parameters
that vary over time. Additionally. the method is simpler to understand and perform. and the
performance accuracy is not lower than the Kalman filter "' and equivalent to the Box-Jen-
kins ARIMA (0. 2, 2) "
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The forecast model bases on the extrapolation of a line through the two centers. Their
“standard” form is usually expressed as follows:

level estimate ;

Lt=aY, +(l—a)(L, ,+T, ). Q9
trend estimate
Te=pL,+L, DY +Q—=BT, ,» (2)
m period ahead forecasting .
Y,  (a.)=al,+mT,. (3)
Where, Y, (1 Iv 2.« N)denotes the observed time series. Here. level and trend are two

independent components of the forecast model and weighted separately.a and 3 indicates two
weights required by the level and the trend. which are normally restricted such that a., B
e,

Substituting Eq. (1) and (2) into (3). a forecast recursive equation for one period ahead
is obtained

Y e =L +T, =, L, T, Hap

Y, =L, =T, Yat+L,_ 2T, « fort=142+3s+N €D

For determining Y, ., (a.3) . initial level estimations and trend estimations are given as fol-
lows
(Y,—Y )+ (Y, =Y, +(Y,—Y,)

L.=Y,. T =t £l (5)

By substituting Eq. (5) into Eq. (1) and (2), Lt and Tt can be obtained. and then are substi-

tuted into Eq. (1),

2.2 DES model for the residual correction scheme

There have been some methods proposed in improving the accuracy of DES approach in
the previous rescarch. In our rescarch. this DES modeling approach is used again to [it a re-
sidual series between the predicted series produced by the DES forecast model and actual ob-
served series, and then to give its estimated value at the next step. The scheme is called the
residual correction scheme and described in detail as follows.

Assume that the residual series, Er. is defined by

E,={E (1),E (2),,E (N),} (6)
Where
Y, =Y, . E(kh)=Y

Utilizing Eq. (1) (2) and (3) again. we obtain a DES residual correction model .

~Y, fork=1.2.3..N %

*

E, (,.B)=L+T, =(E()—L, —T, Dap,
+(E,()—L, ,—T, DJa,+L, +2T, ,
fort=1.2.3.n (8)

Its initial level estimations and trend estimations are

((E(2)—E, (1)) +(E,(3)—E,(2))+(E,(4)—E,(3))
o o 2

L,—E (., T 9)



Thus. the original prediction series can be corrected by

0, =Y, +E, fort=1.2,N.N+1,-- (10)
2.3 Markov Forecast Adjustment Scheme

Since the memory of DES model is exponentially decaying so that newer observations get
a higher weight than older ones. The model can readily adapt to changes in the data pattern
and trend when they occur. In effect. the modeling approach is a short-term oriented. How-
ever. historical data also contain useful information for prediction. In our research, Markov
forecast method is suggested to model those historical data.

To apply the Markov forecast method. we first divide the variation range between the

maximum and the minimum of the residual series.

{w, j vt —=1.2.++ N, produced by the D-
DES model into m equal (or unequal) intervals for each time step. These intervals are called

the state of Markov process. In detail. let (), denote the kth state. namely,

O, =[® &, ] fork=1.2,.m (1D
where minta) <), < (), —~max(w). fwe€ [(), (), | at time ¢, o, is located in state k.

Based on state definition. statistical probability 1s used, here. to express the possibility
of state transition between two adjacent time steps. The state transition probability from
state 1 to state j after 7 steps is defined by

1,

P o ferid e h2eom (12)

where IT, denotes the number of state transitions from state 7 to state j after T steps, and
IT, is the total number of states which are state 7. Thereby. a Tstep state transition matrix
with m states is

Py PRy L P

Lm

ped pi p  pe

M=\ (13)
M M M M
\Pm P.. L P,,|

Generally, the transition matrix. I' (), 1s not a stochastic matrix. Accordingly, to con-

form to the rules of a Markov chain, this study revises Eq. (12) as follows:

I | . . .
P ==t forisy=1.2,.m (1)

y ”m

) = |

Usually. a one-step transition matrix is considered when performing the prediction.
However, the trend of state variation cannot be determined if there exist the same or approx-
imate values in the same row of the matrix. Thus, multi-step transition matrix needs to be
considered.

When the effect of more than one step is considered, several relevant state transition
matrices should be computed. These state transition matrices can provide a long-term infor-
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