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Abstract

In this paper, we propose a general formulation for
kernel nonnegative matrix factorization with flex-
ible kernels. Specifically, we propose the Gaus-
sian nonnegative matrix factorization (GNMF) al-
gorithm by using the Gaussian kernel in the frame-
work. Different from a recently developed polyno-
mial NMF (PNMF), GNMF finds basis vectors in
the kernel-induced feature space and the computa-
tional cost is independent of input dimensions. Fur-
thermore, we prove the convergence and nonnega-
tivity of decomposition of our method. Extensive
experiments compared with PNMF and other NMF
algorithms on several face databases, validate the
effectiveness of the proposed method.

1

Nonnegative matrix factorization (NMF) is a recent linear
method for finding low-dimensional representation of non-
negative high-dimensional data such as images and texts. It
imposes the nonnegativity constraints in both its basis vectors
(bases) and coefficients. Due to its part-based representation
property [Lee and Seung, 1999], NMF and its variations have
been applied to a variety of applications, such as image clas-
sification, face expression recognition, face and object recog-
nition, document clustering, etc [Berry et al., 2007].

Over the last decade, many variants on NMF have been
proposed to improve original NMF from different perspec-
tives. To our knowledge, most works focus on one or several
of the following aspects: 1) enhancing the sparseness of rep-
resentation [Li er al., 2001][Hoyer, 2004][Pascual-Montano
et al., 2006]; 2) investigating alternative computational solu-
tions [Berry et al., 2007][Lin, 2007]; 3) introducing discrimi-
native information to improve classification power [Zafeiriou
et al., 2006][Yang et al., 2008]. For example, to enhance
the sparseness, Li et al. [2001] and Hoyer [2004] imposed
different extra constraints. As for alternative computational
solutions, besides the well-known multiplicative update algo-
rithms, Lin [2007] recently proposed the projected gradient
methods for NMF based on bound-constrained optimization.

Introduction

*This work is partially supported by NSFC (60875030), Doctoral
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At last, Zafeiriou ef al. [2006] and Yang et al. [2008] both
introduced discriminant information into NMF for better clas-
sification power.

On the other hand, NMF and its many variants are linear
models, i.e. data are decomposed as a linear mixture of basis
vectors. Recently, kernel methods [Shawe-Taylor and Cris-
tianini, 2004] have been used in NMF to deal with nonlinear
correlation in data. Buciu er al. [2008] proposed the poly-
nomial nonnegative matrix factorization (PNMF) method,
where the original data as well as the unknown basis vec-
tors are first transformed by a nonlinear polynomial kernel
mapping into a higher feature space and then a nonnega-
tive decomposition is accomplished in the feature space. Al-
though PNMF shows improved classification power over con-
ventional NMF algorithms, there remain several problems un-
resolved yet. Firstly, only the polynomial kernel function can
be used in PNMF to keep the nonnegativity constraint. Other
kernel functions such as the well-known Gaussian kernel may
not be adopted because of the negative solution resulting from
the derivative associated from the Gaussian kernel. Secondly,
although the decomposition is performed in feature space,
PNMF still seeks basis vectors in the original input space and
then transform them into feature space. It remains unknown
how to find basis vectors directly in the feature space. Finally,
at each iteration step of PNMF, the kernel matrices have to be
recomputed, and thus a great deal of computational cost are
required. In our previous work, we ever proposed performing
NMEF directly on kernel matrices, but rigorous derivation and
analysis in theory was not given [Zhang et al., 2006].

In this paper, we propose an alternative way for using ker-
nel method in NME. A general framework for kernel based
NMF is presented which can efficiently use flexible kernel
functions. Besides, unlike in PNMF where basis vectors
are still found in original input space, our method directly
seeks bases in transformed feature space, which can be fur-
ther changed into a much easier kernel decomposition prob-
lem by using kernel functions. Furthermore, there is no
need to repeatedly compute the kernel matrices in each it-
eration, and the computational cost is low. Algorithmic con-
vergence and nonnegativity property are guaranteed by theo-
retical proof. Specifically, we use the Gaussian kernel in our
framework and present the Gaussian nonnegative matrix fac-
torization (GNMF) algorithm. The effectiveness of the pro-
posed method is validated by extensive experiments on sev-



eral face databases compared with PNMF and conventional
NMF algorithms.

The rest of this paper is organized as follows. Section 2 re-
views the standard NMF algorithm and the recently proposed
PNMF algorithm. Then in Section 3, we present the flexible
kernel based NMF framework and give the proposed GNMF
algorithm in detail. Experimental results on several bench-
mark face databases are reported in Section 4. And finally,
we conclude this paper and indicate some issues for future
research in Section 5.

Notations: Throughout this paper, we use lowercase bold
letters to denote vectors and uppercase bold letters to denote
matrices, if not stated specially. The operator (-) means the
inner product, and || - || denotes the Frobenius norm. AT
denotes the transpose of a matrix A, AT indicates the Moore-
Penrose pseudo-inverse of matrix A, and ¢r(A) means the
trace operator of the corresponding matrix A. The symbol
A;. denotes the ith row vector of matrix A, and A.; means
the ith column vector of matrix A. X > 0 represents the
matrix is nonnegative.

2 NMF and PNMF

2.1 NMF

The key ingredient of NMF is the non-negativity constraints
imposed on the two matrix factors. Assume that the observed
data of the objects are represented as an n x m matrix X, each
column of which contains 7 non-negative attribute values in
one of the m objects. In order to represent data or reduce the
dimensionality, NMF finds two non-negative matrix factors
W and H such that X ~ W H. In general, the standard
NMEF problem can be formally expressed as follows [Lee and
Seung, 2001]:

Problem 1 (The NMF problem) Given an n X m nonnega-
tive matrix X and a positive integer r < min{n,m}, find
nonnegative matrices W and H to minimize the following
objective function

1
JL(W,H) = min -||X - WH|?
W.H 2
s.t. W >0,H >0. (1)

In order to obtain W and H, a multiplicative update rule
is given in [Lee and Seung, 2001].

2.2 PNMF

The standard NMF is a linear model, and thus it only al-
lows linear correlation. To handle the nonlinear correlation,
the polynomial NMF (PNMF) algorithm was recently pro-
posed. The main idea of PNMF is to first transform data
into higher dimensional feature space by using a polyno-
mial kernel-induced nonlinear mapping and then perform de-
composition in that feature space. Let ¢ denote the non-
linear mapping corresponding to the polynomial kernel, i.e.
k(z,z) = (z,z){ = (¢(x), #(z)), then the PNMF prob-
lem can be formally expressed as follows [Buciu et al., 2008]:
Problem 2 (The PNMF problem) Given the nonnegative in-

putdata X = [x1, T2, ..., Tym] and the corresponding trans-
formed input data in polynomial feature space ®(X) =

[6(z1), d(x2), ..., p(Tm)], and a positive integer T, find non-
negative matrices W = w1, w2, ..., w;] and H to minimize
the following objective function

1 2
W,H) = min —||®(X)-YH
J2(W, H) W,1H2|I (X) I
St W >0,H >0, (5]

where Y = [p(w1), p(w2), ..., d(w,)].

It is easy to see that if we expand the objective function in
Eq. 2, the PNMF problem can be solved by invoking only the
kernel function. In order to obtain W and H, a multiplicative
update rule is given as follows [Buciu et al., 2008]:

(Kwz)ap
H, =H,,——X—— 3
w = o g H) oy 2
o ; (XK:,rw)ia
Wia = Wm(WAK{uw)ia “)

where (Kuyz)ay = k(wa, ), (Kww)ab = k(wa, ws) are
kernel matrices of dimensions 7 x m and r x 7, respec-
tively. (Kz,)ia = K'(xi,wa), (Kyw)ab = k'(wa,ws)
are kernel matrices of dimensions m X r and r X r respec-
tively, wherek’ is the derivative of the polynomial kernel k,
ie. k'(z,z) = d(z,z){?1}. A is a diagonal matrix whose
diagonal elements are \,, = ZT:] H,;.

It is noteworthy that although PNMF has used the kernel
method to handle nonlinear correlations, it is restricted with
the polynomialhkn kernel functions. That is because the iter-
ation updating rule (Eq. 4) needs to compute the derivative
of a kernel, while most kernel functions such as the Gaussian
kernel may have negative derivatives and thus cannot remain
the nonnegativity property in the decomposition. This moti-
vates us to find alternative ways to allow more flexible kernel
functions in NMFE.

3 The Proposed Method

To overcome the limitations of PNMEF, in this section, we pro-
pose an alternative kernel NMF framework with flexible ker-
nels. In the following, we first give the new problem formu-
lation, and then derive the iterative update rules and prove the
convergence. Specifically, we use the Gaussian kernel in the
framework and give the Gaussian NMF (GNMF) algorithm
in detail at the end of this section.

3.1 Problem Formulation

Assume that the observed data of the objects are represented
as ann X m matrix X = [z, x2,...,Ty]. Let ¢ be an im-
plicit nonlinear mapping from the original input space to a
high-dimensional feature space, where the inner product is
defined as a kernel k(z, y) = (¢(x), ¢(y)) in the original in-
put space. Denote ®(X ) = [¢(z1), #(z2), ..., (T m)]. Like
in NMF, we want to find two non-negative matrix factors W
and H such that ®(X) ~ W H. However, because the ex-
plicit form of ¢ is unknown and ¢(x;) may lie in very high
or even infinite dimensional space, it is unpractical to directly
decompose ®(X) in the feature space.

Fortunately, we can solve that problem by representing
the basis vectors w; with linear combinations of transformed
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data ¢(x1), $(@2), ..., p(Tm), ie. wi = 371, Ajid(x;) =
®(X)A.;,i=1,..,r. Denote W = &(X)A, we have

S12(X) ~ WH? = Z[|8(X) — (X) AH]?

%tr(K —-2KAH + HTATKAH) (5
where K = ®T(X)®(X) is the kernel matrix. Note that
each column vector of W lies in the kernel-induced feature
space, and thus we cannot constrain it explicitly. Instead,
we approximately constrain AT K A > 0 due to WTW =
AT®T(X)®(X)A = ATKA > 0. From Eq. 5, the
flexible-kernel NMF problem can be expressed as follows:

Problem 3 (The Flexible-Kernel NMF problem) Given the
nonnegative input data X = [x1,x2, ..., Ty] and the cor-
responding kernel matrix K = ®T (X )®(X), and a positive
integer r, find A and nonnegative matrix H to minimize the
following objective function

J3(A,H) = min 1tr(K - 2KAH + HTATK AH)
AH?2

)

s.t. ATKA>0,H >0. 6)

It is easy to see that in the flexible-kernel NMF problem,
basis vectors are sought in the transformed feature space,
which is apparently different from the PNMF problem. On
the other hand, the objective function in Eq. 6 is biquadratic,
and generally there is no closed-form solution for it. In the
next subsection, we will present an alternately iterative pro-
cedure for computing the nonnegative solution.

3.2 Iterative Update Procedure
Before formally describing the derivations of the iterative up-

date rule, we first introduce some preliminary concepts and
lemmas which will be used later.

Definition 1 (Auxiliary function) Function G(A, A’) is an
auxiliary function for function F(A) if the conditions

G(A,A") > F(A),G(A, A) =F(A) M

are satisfied.

Lemma 1 [Lee and Seung, 2001] If G is an auxiliary func-
tion, then F' is nonincreasing under the update

Al = arg mgn G(A, AY), (8)

where t denotes the t-th iteration.

Solution of H for given A

When A is fixed, the objective function in Eq. 6 with respect
to the coefficient matrix H = [H.;, H.o,..., H.,;,] can be
rewritten as

F(H) %tr(K —~2KAH + HTATKAH)

m m

> HTATKAH, (9)

1=1

1 1
= 5tr(K) - > KiAH,+ 5

i=1
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From Eq. 9, it is easy to notice that different column vec-
tors of H are independent to each other for optimization,
and thus the objective function can be further simplified into
column-wise form as

1 |
F(H,;) = 5tr(K) - K, AH ; + §H,€ATKAH.i (10)
Following [Lee and Seung, 2001], we can construct an aux-
iliary function of F'(H ;) in Eq. 10 as below.
Lemma 2 [f L(H?Y) is the diagonal matrix

Lop(HY) = 6,(ATKAHY),/H! (11)

where 04y is the indicator function, then
G(H.;,H.) = F(H.) + VF(HY)(H.; — HY)
1
+5(H.i— HY)TL(HS)(H. ~ HY) - (12)

is an auxiliary function of F(H ;) in Eq. 10.

The proof for Lemma 2 is similar as that in [Lee and Se-
ung, 2001] and we omit it due to space limit. Then, ac-
cording to Lemma 1, II{‘Z}+1 can be computed by minimizing
G(H.;, HY).

By setting 2

G(H..,H!) _
SH = 0, we have

H''' = HY — [L(HY)| "' VF(HY) (13)

From Eqgs. 10 and 11, and after some algebra operations,
we obtain the update rule for H,; as

H;,(ATK)ai

% i
Hoi™ = (ATK AHY),;

(14)

Solution of A for given H
When H is fixed, we want to optimize A according to the
objective function in Eq. 6. For that purpose, we introduce
an auxiliary matrix B = K%A, where K is the kernel ma-
trix. However, there may be a few negative components in
matrix K 2. To keep the nonnegativity property, in this paper
we project those negative values to the nearest nonnegative
value, i.e. 0, and obtain both symmetric and nonnegative ma-
trix K%. In our experiments, we found that only very few
components of K7 are of negative values and the projection
method works very well in practice.

From B = KZA, we have A = (K?)~!B, then the
objective function in Eq. 6 with with respect to the matrix
B = [Bf,BZ,..., BT |7 can be rewritten as

1
F(B) = 5tr(K — 2K*BH + HTBTBH)

Lir(K Em:B HE 4L §m B,HHTBT (15

- 5 r( ) - =1 ' ! " 5 i=1 ) ' ( )

From Eq. 15, it is obvious that different row vectors of
B are independent to each other for optimization, and thus



the objective function can be further simplified into row-wise
form as

1 L1 T T
F(B;.) = Etr(K) - B,HK: + §Bi-HH B; (16)
Similarly, we can construct an auxiliary function of F'(B;.)

in Eq. 16 as below.

Lemma 3 If L(B!) is the diagonal matrix
La(B;) = das(BI HH")a/Bj,, an
where 0, is the indicator function, then
G(B:.,B}) = F(B})+ VF(B})(B:. — B})
+é(BiA - B})"L(B!)(B;. - B!) (18)
is an auxiliary function of F(B;.) in Eq. 16.

Also, it is easy to prove Lemma 3 following [Lee and Se-
ung, 2001]. Similarly, according to Lemma 1, Bf_’“ can be
computed by minimizing G(B;., Bf.).
8G(B;.,B!)

9B;.

By setting = 0, we have

B{*' = B} - |[L(B})|"'VF(B}) (19)

From Eq. 16 and Eq. 17, and after some algebra opera-
tions, we obtain the update rule for B;, as
1
Bf‘:—l — Bfa(K2HT)ia (20)
(BTHHY);,
It is obvious that B**! is nonnegative if the matrices H
and B! are nonnegative. After B is obtained, we update the
matrix A as

A= (K%)'B @
Equations 20, 21 and 14 constitute the iterative update pro-
cedure, which optimizes the matrices H and A alternatively.

In the next subsection, we will prove the iterative update pro-
cedure can converge to a local optimum.

3.3 Convergence Proof
In this section, we prove the convergence of the iterative up-
date procedure proposed in last subsection.

The iterative update procedure between H and A can be
further transformed the iterative update between H and B.
Substituting Eq. 21 into Eq. 14, we have

er1 _ He(BTK 2)ai -
a (BEBH?Y) s

Now the iterative update procedure consist of Eqs. 22 and
20. From Eq. 22, the updated matrix H**+! is still nonnega-
tive if the matrices B and H*® are nonnegative.

Theorem 1 The alternative iterative update procedure
H,(B"K%)a Bl (K:H")i
(BTBHY),; (BTHHT),,

converges to a local optimum.

t+1 _ t+1
Hai - 7Bia -

Proof. Following [Lee and Seung, 2001] and [Yang et al.,
2008], we define

1
F(B,H) = ;tr(K — 2K:*BH + HTBTBH)

From the update rule for B, we have
F(B*',H") < G(B'!,B') < F(B',H")
Similarly, from the update rule for H, we have
F(Bt+1,Ht+1) S G(Ht-f-l’Ht) S F(Bt-l—l,Ht)
So F(B'*!, H't) < F(B?t, H!).
On the other hand, from Eq. 5, it is easy to notice that
F(B',H") > 0. Then, F(B?, H*) decreases monotonically

and has lower bound, and hence F (B!, H') will converge to
a local optimum.

3.4 The GNMF Algorithm

In this section, we summarize the above analysis by present-
ing a specific Gaussian NMF (GNMF) algorithm by using
the Gaussian kernel in the flexible-kernel NMF framework.
However, it is noteworthy that our method is not confined to
the Gaussian kernel, and any kind of kernels can be used. Al-
gorithm 1 lists the GNMF algorithm in detail.

Algorithm 1: The GNMF algorithm
Input:
Kernel matrix {K;; = exp(—"“”;};‘z{'ﬁ)}Z‘j:1
A positive integer 7 < m
A small threshold € > 0.
Initialize:
Perform SVD decomposition K = USUT
Compute K2 = max(US2UT,0)
Generate initial nonnegative matrices B® and H°
with dimensions m X r and 7 X m respectively.
Fort=1....tvas
1. For given H = H, update the matrix B as

41 K3HT),,
B} = B, S

2. For given B = B, update the matrix H as
t+1 _ (BTK ),
Hai - Héi(B BHY),:
t+1_ pt t+1__ gyt
3.If”B—\/m—r—L|| < € and ”HWH I <&
then break.

Output:
A= (K?)"'B'and H = H'.

4 Experiments

In this section, we test the performance of the proposed
flexible-kernel NMF method. We first compare the GNMF
algorithm with standard NMF, Localized NMF (LNMF) and
PNMF. Also, we replace the Gaussian kernel in our GNMF
with polynomial kernel (pKNMF) and compare its perfor-
mance. All the NMF algorithms use the same stopping con-
dition (see Step 3 in Algorithm 1) and ¢ is set to 10~4, and
the maximum iteration steps t,,q4z is set to 500 in all exper-
iments. For completeness, we also report results of kernel
principal component analysis with both the Gaussian kernel
(gKPCA) and polynomial kernel (pKPCA).
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Figure 1: Classification accuracies (%) vs. different number
of dimensions on AR-16x12, FERET-16x16, ORL-16x16 and
Yale-16x16 databases.

4.1 Data Sets and Experimental Config

In our experiments, we use 4 benchmark face databases, i.e.
AR, FERET, ORL and Yale. The AR database contains 1400
frontal facial images from 100 persons, each of which has 14
images at 2 different stages. The FERET database used in our
experiments contains 200 persons, each with 2 images. The
ORL database consists of 40 persons, each with 10 images.
The Yale database contains 165 images from 11 persons. For
each database, we resize images in 3 different scales, i.e.
66x48, 33x24 and 16x12 for AR, 60x60, 32x32 and 16x16
for FERET, 64x64, 32x32 and 16x16 for both ORL and Yale.
So, there are totally 12 databases for experiments.

We evaluate performances of different algorithms using
recognition accuracy. For each database, the first half of
the images from each person are used for training and
and the rest for testing. The Nearest Neighborhood clas-
sifier is adopted for classification after dimensionality re-
duction, where the number of reduced dimensions is set as
mn/(m + n), if without extra explanations. For PNMF,
pKNMF and GNMF as well as pKPCA and gKPCA, cross-
validation is used for selecting the kernel parameters d
and o respectively. For pKNMF and GNMF, features of
a test image x; are extracted as (D(X)A)T¢(xi) =
AH(@(X))F(BT(X) Y 0T (X)d(ze) = ATK-1K,,
where K;e = @ (X )@(xte). All experiments are carried
out on a PC with 2.7GHz CPU and 1GB RAM.

4.2 Experimental Results

We first compare GNMF with NMF, LNMF, PNMF, and Ta-
ble 1 gives the classification accuracies of under fixed dimen-
sions (r = mn/(m + n)) on the 12 databases. It can be seen
from Table 1 that GNMF outperforms the other three algo-
rithms in most cases and is consistently superior to PNMF.
Table 1 also indicates that in most cases (except on AR) the
four algorithms achieve better performances on small image
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Figure 2: Running time (second) of the four algorithms under
different image sizes.

Table 1: Classification accuracies (%) of NMF, LNMEF,
PNMF and GNMF on the 12 databases.

Datasets | NMF | LNMF | PNMF | GNMF |
AR-16x12 67.16 | 60.29 75.46 79.26
AR-33x24 79.51 85.69 82.51 84.67
AR-66x48 77.69 | 87.73 80.31 81.17

FERET-16x16 | 76.7 752 82.6 84.95
FERET-32x32 | 72.55 73.6 80.4 83.25
FERET-60x60 | 65.65 73.5 79.65 82.5
ORL-16x16 88.25 | 82.75 90.65 91.7
ORL-32x32 86.2 81.45 87.75 89.15
ORL-64x64 81.7 80.3 83.75 85.25
Yale-16x16 82.44 | 82.44 81.22 83.11
Yale-32x32 80.78 | 81.78 81.78 83.0
Yale-64x64 77.89 | 81.89 80.67 82.56
[ Average [78.04 ] 78.89 | 8223 [ 84.21 |

size than large ones. Furthermore, Fig. 1 gives the classifica-
tion accuracies of the four algorithms when different number
of dimensions are used. We can see from Fig. 1 that GNMF
outperforms other algorithms in most cases and is more ro-
bust to variations on dimensions.

We also investigate the computational costs of four algo-
rithms. It is easy to derive that the computational complexity
for the iterative procedure of GNMF is O(m?rt), where m
is the data size, r is the reduced dimensions and ¢ is the it-
eration numbers. In comparison, the complexities of NMF
and PNMF are O(nmrt) and O(nmrdt), where n is data di-
mensions and d is the order of polynomial kernel. Figure 2
plots the curves of running time vs. different image sizes for
the four algorithms. As we expected, the curves of GNMF is
nearly horizontal on all databases because its computational
complexity is not dependent on the image size, i.e. n. Figure
2 shows that GNMF is much efficient than the other algo-
rithms, especially for high-dimensional cases.
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noises on AR-16x12.

On the other hand, due to the use of kernel functions both
PNMF and GNMF can deal with nonlinear correlations be-
tween basis vectors and thus are potentially more robust to
image noises than their linear competitors. We carry out ex-
periments on AR database when the test images are corrupted
by different levels of ’Salt & Pepper’ and ’Gaussian’ noises
respectively. Figure 3 gives the classification accuracies of
four algorithms when test images are corrupted by differ-
ent levels of noises. Figure 3 validate that nonlinear meth-
ods PNMF and GNMF are more advantageous for enhancing
robustness to image noises than both NMF and LNMF, and
GNMEF consistently outperforms PNMF in both cases.

Finally, we make comparisons between kernel NMF (in-
cluding pKNMF and GNMF) and kernel PCA (including
pKPCA and gKPCA), and the results are given in Table 2.
Table 2 indicates that pKNMF and GNMF achieve better
averaged accuracies than pKPCA and gKPCA respectively
across 12 databases, which validates the usefulness of kernel
NME. Furthermore, contrasting Table 2 with Table 1, it can
be seen that our pKNMF outperforms PNMF in most cases
and achieves better averaged accuracy.

5 Conclusion

In this paper, we proposed a general flexible-kernel based
framework for nonnegative matrix factorization. We de-
rived an alternative iteration update procedure and proved its
convergence. Specifically, we proposed the Gaussian NMF
(GNMF) algorithm with the Gaussian kernel and evaluated
its performances on several face databases. One extra ad-
vantage of our method is that its computational complexity
is independent on data dimensions and thus is potential for
high-dimensional data decomposition. Moreover, GNMF can
be used for negative data decomposition due to the Gaussian
kernel transform and we will investigate that issue in future.
Another future work is exploiting supervision information in
GNMF to further enhance the discriminant power.
Acknowledgments We thank the the anonymous reviewers
for their helpful comments and suggestions.
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Abstract  Principal component analysis (PCA) is one of the most widely used unsupervised
dimensionality reduction methods in pattern recognition. It preserves the global covariance
structure of data when labels of data are not available. However, in many practical applica-
tions, besides the large amount of unlabeled data, it is also possible to obtain partial supervi-
sion such as a few labeled data and pairwise constraints, which contain much more valuable
information for discrimination than unlabeled data. Unfortunately, PCA cannot utilize that
useful discriminant information effectively. On the other hand, traditional supervised dimen-
sionality reduction methods such as linear discriminant analysis perform on only labeled data.
When labeled data are insufficient, their performances will deteriorate. In this paper, we pro-
pose a novel discriminant PCA (DPCA) model to boost the discriminant power of PCA when
both unlabeled and labeled data as well as pairwise constraints are available. The derived
DPCA algorithm is efficient and has a closed form solution. Experimental results on several
UCI and face data sets show that DPCA is superior to several established dimensionality
reduction methods.

Keywords Principal component analysis (PCA) - Discriminant PCA - Dimensionality
reduction - Semi-supervised dimensionality reduction - Partial supervision

1 Introduction

With the rapid accumulation of high-dimensional data such as digital images, web documents

and gene expression microarrays, dimensionality reduction has been a fundamental tool for
many pattern recognition tasks. According to whether supervised information is available
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or not, existing dimensionality reduction methods can be roughly categorized into super-
vised ones and unsupervised ones. Linear discriminant analysis (LDA) [1] and principal
component analysis (PCA) [2] may be the most well-known supervised and unsupervised
dimensionality reduction methods respectively. The former extracts the optimal discriminant
vectors when class labels are available, while the latter seeks projective vectors to preserve
the global covariance structure when class labels are not available. In this paper, we consider
the following interesting problem, i.e. when both labeled and unlabeled data are available,
how should we perform dimensionality reduction? That problem arises naturally in many
practical pattern recognition applications, where unlabeled training data are readily available
but labeled ones are fairly expensive to obtain [3,4]. That is, we are often confronted with
problems with large amount of unlabeled data but only a few labeled data. Typically, those
labeled data contain much more valuable information for discrimination than unlabeled data.

Unfortunately, neither traditional unsupervised dimensionality reduction methods such as
PCA nor supervised dimensionality reduction methods such as LDA can well deal with the
above dimensionality reduction problems. On one hand, PCA is unsupervised, and it can
not use the useful discriminant information in those labeled data. On the other hand, LDA
performs on only labeled data. When labeled data are sufficient enough, LDA will nearly
always outperform PCA. In contrast, when the number of labeled data per class is so small
that labeled data can not reflect the underlying distribution, the generalization performances
of LDA on unseen samples will not be guaranteed and PCA might outperform LDA. To over-
come the disadvantages of both PCA and LDA, a natural idea is to simultaneously use both
unlabeled data and discriminant information in labeled data for dimensionality reduction.
More specifically, we can either introduce unlabeled data into LDA, or introduce discrimi-
nant information in labeled data into PCA. In this paper, we focus on the latter case.

In this paper, we propose the discriminant PCA model (DPCA), which exploits both
labeled and unlabeled data for dimensionality reduction. DPCA inherits from PCA the char-
acteristic of structure preserving on unlabeled data, and has the new discriminant power by
using the discriminant information in labeled data. The derived DPCA algorithm is efficient
and has a closed form solution. Moreover, DPCA algorithm has the capability to use external
knowledge provided by the user, such as pairwise constraints which specify whether a pair
of instances belong to the same class (must-link constraint) or different classes (cannot-link
constraint) [5,6]. Experimental results on several UCI and face data sets show that DPCA
outperforms several established dimensionality reduction methods. The rest of this paper is
organized as follows: Sect. 2 presents some related work in semi-supervised dimensionality
reduction. The detailed DPCA algorithm is introduced in Sect. 3. Section 4 reports on the
experimental results. Finally, Sect. 5 concludes this paper with some future work.

2 Related Works

In fact, the idea of using both labeled and unlabeled data for learning is not novel in machine
learning. There has appeared a new branch in machine learning called semi-supervised learn-
ing whose main concern is to learn from a combination of both labeled and unlabeled data
[3-5,7]. Because of its success in many practical applications such as text categorization [3],
semi-supervised learning has received much attention in recent years. Current researches on
semi-supervised learning could be roughly categorized into three classes, i.e. semi-super-
vised classification [3], semi-supervised regression [4] and semi-supervised clustering [S].
Research advances of semi-supervised learning can be found in an excellent recent survey [7].
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Recently, some research works which utilize both labeled and unlabeled data for semi-
supervised dimensionality reduction have appeared. For example, Yu et al. [8] proposed a
supervised probabilistic PCA model and a semi-supervised probabilistic PCA model, and the
latter can incorporate both labeled and unlabeled data for dimensionality reduction. However,
their method is based on probabilistic PCA which is a generative model. Also, their algo-
rithm needs iteration and has no closed form solution. Lu et al. [9] proposed a novel hybrid
dimension reduction scheme to merge LDA and PCA in a unified framework. In addition,
many subspace learning algorithms such as spectral regression discriminant analysis method
[10,11] and semi-supervised discriminant analysis method [12] have been proposed. Specif-
ically, Cai et al. [12] proposed the semi-supervised discriminant analysis method called SDA
which utilized local neighborhood information of labeled data for dimensionality reduction.
However, the number of neighborhood in SDA is still hard to set. Besides SDA, SSDAcccp
is a diverse semi-supervised discriminant analysis algorithm proposed by Zhang et al. [13]. It
uses the constrained concave—convex procedure (cccp) to maximize an optimality criterion of
LDA which leads to estimation of the class labels for the unlabeled data. In one of our recent
work [14], we proposed the semi-supervised dimensionality reduction model which uses the
pairwise constraints together with unlabeled data for dimensionality reduction. However,
in that paper, we didn’t discuss using both labeled and unlabeled data for dimensionality
reduction.

3 Discriminant Principal Component Analysis

PCA only preserves the global covariance structure of unlabeled data which can not utilize
discriminant information in labeled data. In this section, we present the DPCA algorithm
which introduces a new discriminant criterion into the original objective function of PCA.

3.1 The DPCA Algorithm

Given a set of n D-dimensional data samples X = {xy, x2, ..., X, }, suppose that there exist /
labeled data L = {x,‘I 5 Koy soss x,~,} c X, i,l{:l € {1, 2, ..., n}, with the corresponding labels
yi, € {1,2, ..., c}, our task is to find a set of projective vectors W = [w;, wa, ..., wy], such
that the transformed low-dimensional representations z; = W7 x;, not only can preserve the
structure of X but also can reflect the discriminant information in L.

The objective function of PCA is defined as maximizing

1 n 2
Jrca = 0 z (wrxi = me) =w’ Srw (1)
=

where m = % D %5 Sr = "127:] (x; —m) (x; —m)Tis the covariance matrix and also
called as the normalized total scatter matrix. For the convenience of discussion, one-dimen-
sional case is considered here but it is not difficult to extend to high-dimensions.

From Eq. 1, PCA does not use the discriminant information in labeled data set L at all.
To make PCA have the discriminant power, without losing its data representation character,

we propose the following objective function
Jopca = Jp + AJpca 2

Here, Jpca which is defined in Eq. 1, is the criterion of PCA, and Jp denotes some discrim-
inant criterion on labeled data set L. In Eq. 2, A is a regularized coefficient balancing the
contributions of two terms. In this paper, we adopt the following criterion as maximizing Jp
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Jp=w’ (Sll; — 7)S|’;,) w 3)

Where Sg and Sﬁ, are respectively defined in the following Eqs. 4 and 5, and 5 is a regularized
coefficient balancing the contributions of two terms.

1
Sg = |Q_ Z (x,‘ —x,) (Xi —xj)T “4)
(x,-,xj)eQB
1
St = 1o >, Em-x) )" ®)
(xi.xj)GQw

Where |A| denotes the cardinality of a set A, and Qp and Q is respectively defined by
Eqgs. 6 and 7 as follows

QB={(x,-,xj)|x,-,xjeL and _vi;éyj} (6)
sz{(_\',-,xj)|x,-,xjeL and y,'=yj} 7)

We call Sg and S{‘Vas generalized between-class scatter matrix and generalized within-
class scatter matrix respectively. The intuition between Eq. 3 is to let the average distance in
the transformed low-dimensional space between data examples in different classes as large
as possible, while distance between data examples with the same class as small as possible.

Substituting Egs. 1 and 3 into Eq. 2, we obtain the objective function of DPCA as maxi-
mizing Jppca w.r.t.w’ w = 1, where

Joeea = w” (S§ —nSk +15r) w ®)

Clearly, Eq. 8 is a typical eigen-problem, which has a closed form solution by computing
the eigen vectors of S’é - nS{“V + A8t corresponding to the largest eigen values. The whole
procedure of the proposed DPCA algorithm is summarized in Algorithm 1 as below.

Algorithm 1: DPCA

Input: Data set X = [x1, X2, ..., Xx], labeled data set L = [xj,, Xiy, ..., Xi; ] € X and
corresponding class labels y;, € {1, 2, ..., c}, i,IfA=l € {1, 2, ..., n}; parameters 1,A.d.

Output: Projective matrix W = [wy, wa, ..., wg].

Step 1: Construct the sets Q2p and Qw from labeled data set L according to Egs. 6
and 7 respectively.

Step 2: Compute Sé and Sﬁ, using Eqgs. 4 and 5 respectively.

Step 3: Compute St = nl > (i —m) (xi — m) m = % Dy X

Step 4: Compute the d eigenvectors W of S§ — 1Sk, + AS7 corresponding to the
largest d eigenvalues.

3.2 DPCA with Pairwise Constraints

In general, domain knowledge can be expressed in diverse forms, such as class labels, pair-
wise constraints or other prior information [14]. Pairwise constraints arise naturally in many
tasks such as image retrieval. In those applications, considering the pairwise constraints is
more practical than trying to obtain class labels, because the true labels may not be known a
priori, while it could be easier for a user to specify whether some pairs of instances belong
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to the same class or not. Moreover, the pairwise constraints can be derived from labeled data
but not vice versa. Furthermore, unlike class labels, the pairwise constraints can sometimes
be automatically obtained without human intervention [6]. Fortunately, our DPCA algorithm
can easily utilize both pairwise constraints and labeled data.

Given some supervision information in the form of must-link constraint set M= {(x;,x;)|
x; and x; belongs to the same class} and cannot-link constraint set C= {(x;,x;)| x; and x;
belongs to the different classes}, we can define the new generalized between-class scatter
matrix Sg and generalized with-class scatter matrix S‘LV using both pairwise constraints sets
M, C and the labeled data set L as follows

/ 1 T
8 = Ua > (i—x)) (i —x)) ©)
B (x,‘x_,‘)EQgUC
' 1 T
Sﬁ,:m Z (x,-—xj) (x,-—xj) (10)

X, X;)EQwUM
( 1) w

Then we can obtain the new objective function of DPCA as maximizing Jjpc w.rtwlw =
1, where

Joeea = w" (S5 = nsly +rs7) w. (i

4 Experiments

In this section, we evaluate the performance of our proposed DPCA algorithm on several
UCI data sets [15] including Dermatology, Horse, Iris, Lymph, Sonar, Soybean, Vowel and
Wine, and on one face database: YaleB [16]. Table 1 gives the statistics of the 8 UCI data
sets. For each UCI data set, we choose the first half of samples from each class as the training
data, and the remaining for testing data. Then we randomly select a few data samples from
the training data as the labeled data. The process is repeated for 100 runs and the averaged
results are recorded.

The performances of all algorithms are measured by the classification accuracy on testing
data. In all experiments, the nearest neighborhood (1-NN) classifier is employed for classifi-
cation, after dimensionality reduction with the above algorithms. For DPCA, we choose the
values for parameters n and A from the set {0.1, 1, 10}. More specifically, For Horse, Iris,

Table 1 Statistics of the UCI

datasets Data sets Size Dimension # Of classes
Dermatology 366 33 6
Horse 368 27 2
Iris 150 4 3
Lymph 148 18 4
Sonar 208 60 2
Soybean 47 35 4
Vowel 528 10 11
Wine 178 13 3

@ Springer



