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DNA-based Adaptive Inmune Genetic Algorithm in Intelligence Exam-paper
Generation

Zhang Zhai
College of Automation and Engineering,
Nanjing University of Aeronautics and
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wolnyzhang@nuaa.edu.cn

Abstract

Intelligence exam-paper generation (IEPG) requires
computers to generate the exam-papers in accordance
with the objectives presented by users. In IEPG, high
accuracy, high speed and intelligence are the core targets,
and its achievement is depended chiefly on the
evolutionary algorithms. Compared with the coding
approaches and genetic operators of genetic algorithm
(GA) in IEPG, this paper proposed a DNA-based adaptive
immune genetic algorithm (DNA-AIGA) with DNA coding,
immune operator and adaptive tactics. Chromosome of
DNA coding is shorter than in binary coding and easier to
be executed with genetic operators than the chromosome
coded in integer, while immune operator and adaptive
tactics were imported to improve the convergence
efficiency of local searching. At the last of the paper, an
illumination example of IEPG with five intelligence
algorithms was exhibited. All the results indicated that the
intelligence exam-paper generation on DNA-AIGA is in
precise, rapid, efficient and with high success rate.

Keywords: Adaptive Immune Genetic Algorithm
(AIGA), Intelligence Exam-paper Generation (IEPG),
DNA Chromosome, Intelligence Computing

1 Introduction

Intelligence exam-paper generation (IEPG) has become
an important section of examination system automation
now. It requires computers to achieve exam-papers
accurately and rapidly [1]. With the assistant of computers
and intelligence algorithms, IEPG has two obvious
advantages over traditional paper generation methods.
Firstly, IEPG is much quicker than manpower. Secondly,
the teachers are no longer the only one who can generate
exam-papers, most work in exam-paper generation has
been systematize and modularize by education experts,

Wang Youren
College of Automation and Engineering,
Nanjing University of Aeronautics and
Astronautics, Nanjing, 210016

wangyrac@nuaa.edu.cn

everyone who use IEPG system can generate exam-paper
easily by inputting simple objective parameters.

IEPG is a typical multi-objective optimization problem.
It is the integration of exam-paper generation strategy and
optimization algorithms. Presently, genetic algorithm (GA)
is the most commonly evolution algorithm used in this
filed, it imitates the natural selection and mutant
mechanism of the nature, searches optimal solutions by
simple genetic operators. When GA is used in IEPG, the
coding approaches of chromosome are in two kinds, binary
[2] and integer [3], [4]. Chromosome in binary is
composed of the numbers 0 and 1, its length is the sum of
all the items in the database, one number represents one
item, 1 means the item is selected, while 0 means not be
selected. Chromosomes in binary coding are easy for
operation of operators, but will lengthen with the increase
of the count of items. Chromosome in integer is composed
of the sequence numbers of items in database, its length is
determined by the items of the exam-paper, much shorter
and more stable, but the operation of crossover and
mutation are- much more difficult. In addition, another
ubiquitous problem of GA is the inefficient convergence at
later part of evolutionary process (local searching) for its
random searching.

To solve the above problems, this paper proposes an
advanced GA with DNA coding, immune operator and
adaptive tactics. DNA (Deoxyribonucleic Acid) of
organism is a double-strand nucleotides with the subunits
called bases bind together using Watson-Crick pairing, A
(adenosine) with T (thymidine) and C (cytosine) with G
(guanidine). The architecture of a DNA chain is similar to
the chromosome architecture of GA [5], [6], it will be easy
for genetic operation used in GA. Inspiring from this, the
chromosomes can be encoded with A, T, C and G, and the

condons, 4" combinations of n bases, can represent all the
items. For solving the inefficient in evolutionary process
of GA which is caused by the individual degradation and
simplify population of chromosomes, we import immune
operator and adaptive tactics. Immune operator imitates
the defense mechanism of immune system in organism,
has the ability to inhibit individuals from degradation [7-



10], and the changes of crossover probability and mutation
probability dynamically with adaptive tactics can
strengthen the population variety of chromosome [7], both
of them will accelerate the convergence of IEPG.

In this paper, section 2 describes the objectives of
IEPG, and section 3 introduces the DNA-AIGA in detail.
In section 4, we test some intelligence algorithms in IEPG
as an example. Finally, we present the conclusions.

2 Objectives Analysis

According to the quality index and teaching
requirements of exam-paper, we extract nine objectives for
IEPG, they are: sum score, chapter score, score of item
type, difficulty(five grades are included: hard, difficult,
medium, easy and light), test time, knowledge, ability
levels (understand, comprehend, grasp and flexibility. who
has mastered the contents of one level can answer the item
correctly), distinguish grades (include low, medium and
high, item of low grade means it can be grasped by most
students, while of high grade is hard to grasp) and paper
form. The process of exam-paper generation is finding out
items with attribute values meet all objectives. Matrix (1)
shows the mathematics model.

i Gig o LK)
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A= ’ ’ ’ (1)
dyy Gy Ayg

Where N is the items amount of an exam-paper,
attribute values of an item are in row, and one attribute
value of all items is in column. Following are the detail
descriptions [6]:

N
@Sum score: Y a,, = P, a,,is the score of item i;

i=1

N
®@Chapter score: me =P, , P is the sum score of
i=1

items in chapter s. if a,, =5, then b, , = a,, , otherwise,
bi,.\' = 0 ;
N
®Score of item type: Zg,'m =P,,P,is the score of

i=1

item type m. If g;=m , then g,, =a,, , otherwise,
Eim = 0;

N
@Difficulty: D=%-Zam ‘@, a, is difficulty
i=1

coefficient of item i;
N
®Test time: Za,_s =T, a,,is the time for answering

i=l
item i, its value is determined by education experts;

N
®Knowledge: Zu,._,, =P,, P, is the sum score of

i=1
items of knowledge n in the paper. For one item,
ifa; =n,theny, , = a,,, otherwise, u,, =0;

N
@Ability levels: Zt,.’g =P,, all contents are divided
i=1
into four levels: understand, familiar, understand skillful
and flexible grasp, P, is the sum score of items with level
g(g=123,4) . For one item, ifa,, = g ,thent,, =q,,,

otherwise, t,,=0;
1.
P

a, 3 is the distinguish grade of item i, a and b are constant,

N
@Distinguish grades: F=—-%a,,-a,,=a-6+b ,
i=1

J is a standard deviation;
@Paper form: the two forms of objective and
subjective are included.

3 DNA-based Adaptive Immune Genetic
Algorithm

3.1 Chromosome with DNA Coding

DNA controls the growth and propagation of organism
by the hereditary information, it is a double-strand
nucleotides chain with A, T, C and G, different
combination of bases can express unusually abundant
genetic information. In mathematics, single DNA chain is
described as a 4 letters coding, like the chromosomes of
GA.

In this paper, chromosome of DNA-AIGA is a string of
A, T, G and C, its length is determined by the items
amount of an exam-paper. Suppose there are m types of
items, the chromosome string will
like (JyyJizeeeimdseees(Tmydmaeedps ) > Where

h,(i=12...m) is the amount of selected items of type i,
Jonn; TEpresents the selected item in type m, J,, is
formed by n bases like ‘AGCTCGTA’. A sequence of n

bases can gain 4" types compositions, each sequence can
represent an item in one type. For example: a sequence

with 8 bases can represent 4° = 65536 items.

3.2 Fitness Function

Fitness function is the criterion to check whether the
items which chromosome represents have met users’
requirements. Equation (2) shows the error function.
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E=Y a;-exp(e) )
k=1

Where e, €0~1, is the relative error to approaching
objective k. 0<a; <1 , is the weight coefficient,

9

and Zak =1. In exam-paper generating, the tolerance
k=1

range of each relative error between 1% and 5% was set.

Once errors within this range, we consider ¢; as 0. From

equation (2) we know £>1, and E=1 when ¢, =0 .
Equation (3) is the fitness function of DNA-AIGA.

Fit=E"! (3)
Where Fit € 0 ~ 1, the maximum value is 1.

3.3 Standard Genetic Operators

The initial chromosome population is generated at
random.

3.3.1 Selection with Optimal Keeping

Selection of offspring population from parent
population operates on gamble rim plate. Select the
optimal individual from parent population to substitute the
individual with least fitness value in offspring population,
this is called optimal keeping.

3.3.2 Crossover

Choose  chromosomes from population  with
probability p, for crossover. The operation of crossover
shows in Fig. 1. Character codes are generated at random.

+*AGCTTACGATCAGTTAC:---
+*TTACATCATTACGTGCG-**

-+01001000101000101---

Il

**ATCTAACGTTAAGTGAG-**
+*TGACTTCAATCCGTTCC:+-

Character Code

Fig.1 Crossover of DNA chromosomes
3.3.3 Mutation

Choose bases from a chromosome with probability p,,
for mutation. The generally mutation is carried out in two

methods: One is transition, the bases can only change to
the same type, purine replaces purine, pyrimidine replaces
pyrimidine; another is transversion, bases can change to
the bases in different type, purine can be replaced by
purine, and also be replaced by pyrimidine. We use the
second kind.

3.3.4 Inversion

Inversion is an important operator for redefining the
blocks of gene in DNA computing, it converts some bases
between two positions of a chromosome. Choose

chromosomes from the population with probability bi
pitch two seats at random from the selected chromosomes,
converts all bases between them.

3.4 Immunity

Immune operator includes vaccination and immunity
selection. It is developed to prevent the population from
degradation after the operation of standard genetic
operators. Vaccine is a kind of basic characteristic
information extracted out from the objectives, and is
composed of several bases in the optimal chromosome [7].
Vaccination is a process of extracting m chromosomes (m
is not greater than population size) from the population,
compares their particular bases with the vaccine, if
different, covers them by the vaccine. Immunity selection
inspects the fitness value of individuals which has been
injected vaccine, if not larger than their parents’, replaced
by their parents; otherwise, keeping them to the offspring
generation.

In the immune mechanism of organism, antibodies can
inhibit each other for their difference of their density. In
the procedure of updating the population after immunity
selection, this paper proposes a population update tactics
on antibody (chromosome) density, adjusts the selection
probability of antibodies according to their density factor.
Those antibodies with large fitness are assured to be with
large selection probability.

Using the density factor, we can restrict the antibodies
with high density. Antibodies in high density always have
the high probability to induce premature and local
convergence. Follow this population updating tactics,
those antibodies with large fitness and low density are
promoted, those antibodies with small fitness and high
density are inhibited. This tactics can maintain the variety
of population.

The density factor of antibody is calculated as equation

“@:

_ antibodies(0.85- Fit , ~ Fit_,. )
sum antibodies

G (O]




The numerator means the sum antibodies between

0.85Fitye and Fitygy.
Equation (5) shows the adjusting of selection
probability with the density factor of antibody k.

Fit
hk=(1_ah'Gk)'—k )

Y Fit,
i

Wherea, € 0 ~1, is an experimental value, Fit, is the
fitness of antibody k.

3.5 Adaptive Crossover Probability and Adaptive
Mutation Probability

Crossover probability p, and mutation probability
p,, will change in dynamic under adaptive tactics. Make
p, and p,, larger when fitness values are tend to unanimity
or local optimization, the variety of population will be
enhanced. When fitness is in disperse, minish p_ and p, .
In order to assure those individuals with larger fitness than
the average one are replicated to next generation, minish
their p, and p, , and increase p, and p, of those
individuals with smaller fitness. p_and p, are calculated
as equation (6) and (7) [7]:

- (Per _0'4)(fmax = Jow)

>
pc = pl.‘l fmax o fave fcur fave (6)
Pc1 ’ fcur < fave
_(pml _0'001)(fmax—fcur) S
Pm = Pm fmax —fave ’fcur = fave (7)
Pm ’ fcur < fave
Where p, =0.6,p,, =0.04 , 04 is crossover

probability of the optimal individual, 0.001 is the mutation
probability of the optimal individual.

3.5 Ending Condition

There are two ways to end the evolution of DNA-
AIGA: Firstly, the fitness value is 1. Secondly, the
evolutionary generation is more than 100. If the evolution
meets the ending condition and the fitness value is smaller
than 0.95, it is considered as failure.

The evolutionary steps of DNA-AIGA are: DGenerate
the initial chromosome population; @Operate on standard
genetic operators; @Calculate the fitness of chromosomes
and extract vaccine for the optimal individual;
@vaccination, immunity selection and generate the

offspring population; ®If the fitness and evolutionary
generation meet the ending condition, finish the evolution,
Otherwise return to step®.

4 Experimental Results

For checking the DNA-AIGA in IEPG, we carry an
experiment on the item database of class "Electronic
Circuits".

4.1 Objective Parameters

The objective parameters in our experiments are as
follow: The sum score of paper is 100, chapter scores are:
8th and 10th chapter is 0, 1st and 6th chapter is 8, 2nd and
4th chapter is 20, 3rd and 7th chapter is 12, 5th chapter is
15, and 9th chapter is 5. The scores of item type are: 30
points for multiple-choice, 20 points for judgment and 50
points for calculation. The difficulty is 3 (hard for 1
(coefficient is 0.75~1.0 ), difficult for 2 (coefficient
is 0.5 ~ 0.75 ), medium for 3(coefficient is 0.3 ~ 0.5 ), easy
for 4(coefficient is 0.2 ~ 0.3 ) and light for 5(coefficient
is 0~0.2 )). Test time is 120 minutes. Ability levels:
understand for 30 points, comprehend for 40 to 45 points,
grasp for 20 points and flexibility for 5tol0 points.
Distinguish grades: low for 55 points, medium for 30 to 35
points, and high for 10 to 15 points.

4.2 Attribute Code

IEPG extracts items based on their attribute values. The
attribute code of each item is an integer string of 16
numbers (shown in Fig.2). The forward nine blocks are
corresponding to nine objectives. Sequence number is
developed for distinguishing the items with same attribute
values. For example, the code 0103101001424002 means:
an item in the third knowledge point of chapter one, is a
multiple-choice item, one point, objective mode, answer
should in one minutes, distinguish grade is 4, the ability
level is familiar, the difficulty is easy, and it is the second
item with same other attribute values.

50 o m Y i i o Y s | o o e e 1 o ] o O o Y e O = =
|

Kok | s |t | by | |

Chapter Iter Type Itern  Time level Difficulty ~ Sequence

F Distmgwsh ient Nursbe
oma Grade Coefficient 4
Fig.2 Architecture of attribute code of an item

4.3 Analysis of Results

The controlling parameters in our experiments are as
follow: population size is 20, «, =0.3. Items amount in
the database is 6000, the item proportion of judgment,



multiple-choice and calculation is 3:4:3. The running
environment is as follow: CPU is Pentium IV 3.0GHz,
Memory is 512MB, OS is Winxp, program language is
VB6.0 and items are stored in SQL Server2000.

Table 1 shows the information of an exam-paper
generated with DNA-AIGA. All unconformity values to
objective parameters have been labeled with shadow, all of
them are in error tolerance.

Table 1. Objective parameters of a paper generated with

convergence generation than average generation in 300
times, it
algorithms in IEPG. Success rate of 100% means all
evolutions in DNA-AIGA can find out eligible items in
generating exam-paper. ‘

indicates the rationalities of intelligence

Figure 3 displays the convergence curves of five

algorithms in IEPG, which shows the changing of fitness
with the convergence generation. In this figure, the
efficiency of convergence is improved obviously in AIGA
and DNA-AIGA, especially the latter stages, which is the

DNA-AIGA contribution of immune operator and adaptive tactics.
fé?m‘ ane two three far fie  six safn eigit  nine ‘:‘ vl-‘?;:: IL_ —/-'J'—-----":' ———__-_;:-.-:::.-.-:-.—.---.-.J-
owt) 1 012 D 15 8 13 0 5 I’ ,"__r,. |
Ability Level (poirt) Difirulty ¢ e
drstnd 29 comprelerd 42 gnsp 20 flxbilly 9 302 ,{ /4 | | DA AIGA [
distingich degree (poit) i ,’,1 | == AIGA I
low 55 medim 33  high 12 4 === P-hereboy
1‘ | | SGA-2
/ I —--—-SCGA-1 Awversge Coxwelgence
" « ] ] P | Gc\sg#‘ .
Table 2 shows the results of five algorithms used in I I 1
0 16 30 103115 218

IEPG, all algorithms with the same controlling parameters
of p_, p, » population size and items amount. In SGA-1,
chromosome is encoded in binary. Chromosomes in SGA-

2, P-hereboy algorithm and AIGA are encoded in integer.
P-hereboy algorithm is a SGA with simulated annealing

operator [11], its searching probability
Fit__ — Fit
is: p, =p‘M , Where p is an experience
Fit .

value, is the maximum value of p_, we set 0.01. Fit_, is

the convergence fitness and Fir,, is the fitness value of
current chromosome. AIGA is a SGA in which immune
operator and adaptive tactics are imported. The ending
conditions of evolutionary generations are: 1000
generations for SGA-1, 500 generations for SGA-2 and P-
hereboy algorithm, and 100 generations for AIGA and
DNA-AIGA.

Table 2. Results of five algorithms in IEPG

Amerage Cormergerce Time g
Gerention of i Pecentag of Genention. ey g Rate
300times (Secs00  (Sec/l e DG
i Generation

Evoltion Gerertions)  Ceneration)
GA-1 218 71 30956 52% 88%
GA-2 115 3% 828 56% 92%,
sreboy 103 35 721 60% 95%
JGA 30 2 252 68% 99%,
A ATGA 16 40 128 70% 100%

In table 2, both the average convergence generation and
convergence time are decreased from SGA-1 to DNA-
AIGA, the success rates of algorithms are increased one by
one. IEPG with DNA-AIGA achieves the best result. The
percentage of generation within average generation shows
the proportion of the evolutions which with smaller

Convergence
Generation

Fig. 3. Convergence curves of five algorithms in [EPG

DNA-AIGA

! —.—eeAIGA |

|‘ g ——— P-hereboy
% SGA-2

£l ——.scal

|
|
)
: ) 3 : X
e By e i i e i e e
. . . . . l
I
|
|
1

115
108

I
0 Evolution Times 10

Figure4. The distributing of convergence generation in

300 times evolution of five algorithms

Fig.4 shows the distribution of convergence generation
in 300 times evolution of five algorithms. The amplitude
of SGA is much bigger than other algorithms’, while
DNA-AIGA possess of the least one.



5 Conclusions

This paper proposed an advanced GA in intelligence
exam-paper generation. In the new GA, the DNA-based
coding can shorten the length of chromosomes and speed
the convergence of the evolution, immune operator and
adaptive tactics are imported to improve the convergence
efficiency. In the experiment analysis at the last of the
paper, we validate that using DNA-AIGA to IEPG is
effective in generating exam-paper.
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Abstract: It is a difficult problem that using cellular neural network to make up of
analog signal processing circuit. This paper presented the architecture of new cellular
neural network SCCNN for analog signal processing circuits, designed the neural cell
circuit, and developed the evolutionary design method of the SCCNN based on self-
adapting genetic algorithm. In the architecture of new cellular neural network SCCNN,
each neural cell connects with four neighborhood neural cells, the neural cell circuit and
signal transfer line between neural cells are controlled by programmable switches. The
validity of the SCCNN architecture and the evolutionary design method are verified
through digital simulation. The experimental results indicate that the SCCNN hard-
ware is a universal cellular neural network for analog signal processing circuit, which
can be used to make up of the analog signal amplifier, analog signal filter, digit logic
circuit, DAC circuit and so on.

Key Words: Cellular neural network, Evolutionary design, Analog signal processing
circuit, DAC circuit

Category: B.7.3, B.2.3, C.5.4

1 Introduction

The artificial neural networks can be realized in two ways: hardware realization
and software realization .Software realization of the artificial neural networks
have the advantages that it is flexible and does not need the specific hardware,
but its speed is low, and it is hard to be used in many real time fields. So hardware
realization of the artificial neural networks is the unique effective approach to
make the artificial neural networks useful for high speed computing [Wang and
Cao 2006]-[Shuai and Feng et al. 2004].

The Hopfield Neural Network (HNN) and Cellular Neural Network (CNN) are
widely used in image processing, pattern recognition, combination optimization,
associate memory and intelligent control. But the HNN has many problems,
for example, parasitic state, local minimum and undetermined parameter of the
HNN. Although there have already been many improved methods about the
HNN in order to overcome these problems, a universal method has not been
developed. The CNN is a regular space structure consisted by a mass of same
cells, every neural cell of the CNN has a continuous cell state and can only



