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Abstract: It describes the structure of parallel machine tool with three degrees of freedom. By its kinematics it presents a new
method of dual space to solve the forward position kinematics and derive its closed — form.
Key words: Parallel Machine Tool; Position Kinematics; Closed — form Solution; Method of Dual Space
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New Hybrid Controller for Systems with
Deterministic Uncertainties

Weiqing Huang and Lilong Cai, Member, IEEE

Abstract—Improving both transient and steady-state response
performances of systems is a challenging problem, especially in
the face of system nonlinearities and uncertainties. In this paper, a
mevw hybrid controller for systems with deterministic uncertainties
is developed. The proposed controller identifies and compensates
deterministic uncertainties simultaneously. It is the combination of
a time-domain feedback controller and a frequency-domain itera-
tive learning controller. The feedback controller decreases system
variability and reduces the effect of random disturbances. The it-
erative learning controller shapes the system input to suppress the
error caused by deterministic uncertainties such as friction and
backlash. The control scheme use only local input and output in-
formation, no system model is required. The uncertainties can be
structured or unstructured. The effectiveness of the proposed con-
troller is experimentally verified on a servo system with gearbox.

Index Terms—Fourier series, learning control.

I. INTRODUCTION

N MODERN mechanical and electric systems, require-

ments on transient and steady-state response performances
becomes more and more stringent. Zero-phase error tracking
control (ZPETC) is a good solution for a linear time-invariant
System with precise model. The control of systems that contain
various uncertainties is an open research problem. Two major
sources of uncertainties are friction and backlash. Friction is
a nonlinear function of the velocity. Backlash is a common
nonlinearity in mechanical transmission caused by unavoidable
clearance between mechanical elements. Friction and backlash
cause delays, oscillations, and inaccuracies in the position and
velocity and consequently degrade the overall performance
of the system. In the extreme case, they make the system
unstable. Extensive research work has been done on friction
compensation and the control of systems with unknown back-
lash. Based on an exact geometric backlash inverse model,
Tao and Kokotovic proposed an adaptive control strategy with
high gain. It requires that the actuator create an ideal impulse
velocity to achieve an instantaneous move from one end of the
backlash region to the other. In fact, impulse velocity is not
realizable. The change of contact state will follow a transient
response and settle at the desired position after a period of time.
Tarng et al. proposed a method where a torque impulse, which
decays exponentially, was fed into the driving mechanism to
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speed up the transient response. Yang and Fu considered the
contact dynamic characteristics and proposed a “three mode”
backlash model and a nonlinear adaptive controller. Ezal er al.
used the model similar to that in [7] and reduced the harmful
delay introduced by backlash by designing an optimal path for
the backlash phase. Along the path the motor reaches the load
fast and free of collision.

From the above research work we know that the effect of
backlash cannot be completely eliminated without an anti-back-
lash device in the physical sense and the key point is to shorten
the period of gear disengagement in the presence of system
time-delay. Adding another input for compensation of friction
and backlash is the most popular way. Two steps are involved in
the friction and backlash compensation: friction and backlash
identification and compensation input generation. Hence, adap-
tive learning control is a good solution.

The motivation of the learning control is utilizing the tracking
error measured in the previous trial to improve the tracking per-
formance in the present trial. Typically, it takes the form:

u(t) = uk-1(t) + g (ex-1(t)) (1)

where k is the trial index; u;_; and u; are controller output
in the previous and present trial respectively; ex—1(t) is the
tracking error in the previous trial; and g(-) is a function of
tracking error which determines various kinds of learning
control algorithm. Arimoto et al. proposed a D-type learning
control algorithm. Kawamura et al. introduced and analyzed P
and PI type update law. Lee et al. applied the Fourier series
to approximate the input—output characteristics and proposed
a learning control algorithm for linear systems based on the
approximation method. Huang et al. proposed a decentralized
learning control scheme for robot manipulators. Gorinevsky
et al. applied B-spline to approximate the input function and
proposed a learning algorithm to obtain optimal feedforward
by iteratively shaping the input function.

In this paper, we propose a new hybrid controller for the
systems with deterministic uncertainties. It consists of a
time-domain feedback controller and a frequency-domain iter-
ative learning controller. The former reduces system variability
and suppresses the effect of random disturbances and mismatch
of initial condition. The later modifies the shape and phase of
the system input suppressing the error caused by deterministic
uncertainties such as backlash and friction. It forces each
harmonic component of the error converges to zero in the
frequency domain, so that the time-domain tracking error tends
to zero. Hence, it enhances the stability and the performance of
the closed-loop system. However, the methodology used here
can only ensure to eliminate the error caused by deterministic

1083-4435/00510.00 © 2000 IEEE
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unknown dynamics since the learning control updated once a
trial.

This paper is organized as follows. In Section II, the design
of the hybrid controller is presented. The design of the learning
controller in Fourier space is presented in Section III. The sta-
bility and convergence condition will be given in Section IV.
The experimental results and discussions are present in Section
V. Summary and conclusions are made in Section VI.

II. DESIGN OF A HYBRID CONTROLLER

- Suppose a nonlinear deterministic system or plant P, such as
geared servomotor, is controllable with output feedback only,
and it has the following input—output relation

(t) = fp (6(2), ?) (2a)
and its response mapping is given by
6(t) = fr(r(2), 1) (2b)

where 7(t) is input torque applied to system, 6(t) is the output
and denotes the angular position. Given a desired trajectory
y4(t) defined on the interval [0, T], the iterative learning
control problem is to find a learning algorithm defined by

fr(r, 8, 6%, t), such that the sequence of input produced by
the iteration

() = fr (Te-1(t), e_a(2), 6°(2), t) 3)
converges to a fixed optimal function 7*(¢) and
Jim [|6%(t) = fr (7*(@), )| = 0°() = fr (=" (1), O] @)

is minimum on the interval [0, 7] in the sense of L» norm,

9

- u
nymll:(f / y(t>Ty(t>) .

In general, the desired trajectory is continuous and lasts only
finite duration. Therefore, it can be approximated by Fourier
series with finite terms in the system’s bandwidth. The mag-
nitudes of every harmonic components of the desired trajec-
tory are known constants. Similarly, the actual output of the
system can also be approximated by Fourier series with the same
format. Because the bases of the Fourier series are orthogonal in
the given time duration, each harmonic components of the de-
sired trajectory and/or the actual output are independent of each
other. The tracking problem of making the output approach to
the desired trajectory in time domain is equivalent to making
each harmonic component of the actual output tend to that of the
desired trajectory in frequency domain. The tracking problem
in time domain is transformed to a number of independent reg-
ulation problems in Fourier space. We can therefore design a
nrqmber of independent iterative learning controllers in Fourier
space to make each Fourier coefficient of the actual output ap-
proach to corresponding Fourier coefficient of the desired tra-
Jectory. As a result, the tracking error in time domain will tend
to zero. However, the response of the learning controller is slow.
The controller parameters are updated once a trial. Hence, the
controller output is updated once a trial. Within the trial dura-
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Fig. 1. The block diagram of the proposed controller.

tion, the control system is an open loop system. The learning
control can only be applied to open loop stable systems or the
systems have been stabilized. Also the learning controller would
be easily disturbed by random disturbances and easily affected
by mismatch of the initial condition. Therefore, a time-domain
PD controller is applied deal with the random disturbance and
decrease system variability while the learning controller is used
to improve the tracking performance and the stability of the
closed-loop system as well. The output of the PD controller
is the input of the learning controller and indicates that the per-
formance the controller has obtained, so the P D controller is a
“sensor” of the learning controller. The iterative learning con-
troller updates the output in very trial. The P D controller up-
dates the output at every sampling period. The overall controller
is the hybridization of a time-domain P D controller and a fre-
quency-domain learning controller and is shown in Fig. 1.

III. DESIGN OF LEARNING CONTROLLER IN FOURIER SPACE

When we design the learning controller in Fourier space for a
system, we assume that the system has the following properties.f

1) The internal dynamics of the system is stable, so that we
may ignore its internal states and only use the output feed-
back instead of state feedback.

2) The desired trajectory of the system lasts for finite time
duration 7. Also, it complies with the actuator’s capacity.
In other words, the desired trajectory is physically reach-
able by the system.

3) The system has finite bandwidth. That is, the system can
only respond to input of a certain frequency.

Subject to the above assumptions and according to theorems
in Fourier analysis, the desired trajectory %(t) of the system in
the given time period of 7' can be approximated by a Fourier
series with finite terms as follows.

d ReBd ok d d -
0%(t) = +Z Ref;, cos nwt + Imf;, sin nwt (5a)
Re§? :%/ 0%(t) cos nwtdt, n=0,1,...,N (5b)
0
T
Img? :%/ 6%(t) sin nwtdt, n=12...,N (50
0

where Ref¢ and Im62 are Fourier coefficients which are
known constants, w = 27/T is the fundamental frequency.
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The positive integer N is upper bounded and depends on the
bandwidth of the system. In this way, the desired trajectory
f%(t) is approximated by a summation of (2V + 1) harmonic
sinusoidal and cosine functions with different constant magni-
tudes. In other words, 89(¢) is transformed into Fourier space
which takes (2/V + 1) nonlinear functions as its coordinates or
basis,

1, coswt, cos 2wt, ...,

cos Nwt,sinwt,sin 2wt, .. .,sin Nwt

(6)

Tne elements of the basis are orthogonal in the time interval
[0, T7]. So the magnitudes (Fourier coefficients) are independent
of each other. Similarly, in the kth trial, the actual output 8% (¢)
of the system can also be approximated by Fourier series in the
same time period [0, 7] as the following:

N
g ok 1 .
g% (t) = Re g Z Ref% cos nwt + Imé~ sinnwt)  (7a)
kT
Reft = — 9% (t) cos nwtdt, n=0,1,...,N
T Jik-vr
(7b)
9 kT
Imét = = 6% (t) sin nwtdt, n=12,...,N
(k=1)T
(7¢)

where k is the trial index. The upper bound of the harmonic
&ims N of 6%(t) is the same as that of the desired trajectory.
Because 64(t) is reachable by 8*(t) according to assumption 2,
and the frequency components of 8% (¢) is limited by the system
bandwidth.

In the kth trial, the output angular error is defined as

®),

According to (8) and (9), the Fourier series of the tracking error
in the kth trial A8*(t)is given by

A6k (t) = 0%(t) — 6F k=1,2,... ®)

ReE} <
AGk(t) = -—2—0— - Z(ReE:‘, cos nwt + ImEF sin nwt)

n=1
(%a)
ReEX =Ref? —Reb:, n=0,1,...,N (9b)
ImEf =Imé2 — Imé*, n=1,2,...,N. (9¢)

In each trial the desired trajectory 84 (¢) is the same, so that the
Fourier coefficients of 9(¢) are constants and are independent
of the trial index k. Therefore, minimizing the norm ||y (t) —
yx(t)|| in time domain is transformed into the problem of min-
i#jzing the norm of a (2V + 1) dimensional vector [Ref2 —
Re6%, Im8? — Im6X]T in Fourier space. Since the selected
bases of Fourier space are orthogonal, all the Fourier coeffi-
cients in (9) are independent. We can design (2N + 1) indepen-
dent controller to regulate each Fourier coefficient Re 8% and
[m 6% individually. If each of the Fourier coefficients of 6% (t)

converges to that of 8¢(¢) respectively, the Fourier coefficients
of A*(t) will converge to zero. Hence, the output angular error
in time domain will tend to zero.

The proposed controller is the combination of the learning
controller and P D controller,

*(t) = rEp () + 7(1).

where 7%(¢) is the output of the learning controller which is the
estimation of optimal input 7*(¢) and 75 (¢) is the output of
the PD controller in the kth trial. 75 (¢) is given by

(10)

TEp () = k, AB* () + kg AGF(2). (11)
where k, and k4 are positive feedback gains, A6*(t) and
A&’“(t) are angular position error and angular velocity error
respectively which can be obtained by sensors. Applying the
proposed controller to the system (2) we have the following
relation

fp (0°(t), t) = mBp (1) + 75(t). (12)

Applying Fourier transform on both side of the above equa-
tion, we have

N
Z af cos nwt + af; ., sin nwt)

wloa—

Ic N
0_; +Z (pE + ak) cos nwt

n=1

+(Pryn + alvin)sinnwt) . (13)

Here, af are Fourier coefficients of the system function
fp(6%(t), t), ak are Fourier coefficients generated by the
learning controller, and pf are Fourier coefficients of 7£

calculated by

—/ T}_—‘,D(t)cosnwtdt, n=0,1,...,N
v ) TJe-nr
pn - 2 kT
—/ Ep(t)sinnwtdt, n=N+1,...,2N.
T Ji-nr
(14)

Hence, the closed-loop system dynamic equations in Fourier
space are obtained.

N =5+ a5 =0, Lyen 2 B 1,2 15

n‘—pn+an7 n=u,1,..., ) ==—by ey e ( )
On the other hand, equation (11) indicates when 75, (¢) = 0
the tracking error A#(t) will approach zero and the best per-
formance will be obtained. Hence the controller design task
is to devclop an algorithm of a¥, such that p% tend to zero
and @¥ converges to its corresponding optimal value a;; as the
trial number k increases. In other words, the learning algorithm
should force p£ + a% to approach constant aj,. Intuitively, we
can design the update-law as

k-1
~ k § : i
an =T Pn
i=0

(16)



with 7, > 0. The closed-loop system dynamic equation in
Fourier space is

k-1
. .
P+ ph=ar
=0

(17

However, af is not a constant. It varies when Pt varies with

the trial number k. For linear systems, the variation of p£ and a
in one harmonic component is independent of other harmonics.
Fsrnonlinear systems, the variation in one harmonic component
will alert other harmonic components, i.e. the harmonic compo-
nents are cross-related. Hence, the condition vy, > 0 is not suf-
ficient to ensure p¥ converge to zero. The sufficient condition
for the system stability and convergence of the tracking error is
discussed in the next section.

IV. STABILITY CONDITION OF THE CLOSED-LOOP SYSTEM

Defining Aaf — af and Apf = pkt! — pk. ApF
denotes the variation of input from PD controller in the nth
harmonic from the kth trial to the (k+1)th trial. Aa¥ represents
the change of system function due to the change of input. If the
assumptions in Section III are satisfied, the sufficient condition
for the system stability and convergence of the tracking error is
given by the following theorem.

Theorem: When controller (10) with update-law (16) is ap-
plied to the system (2a) and (2b), the sufficient condition for the
convergence of the tracking error is the learning gain 0 < 7, <
: and the closed-loop system input—output relation in Fourier
space satisfies |(Aaf /ApE)| < (1 —v,) for all n and k.

Proof: Applying the difference operator defined above to
both sides of equation (15), we have

—
= a,

Ack = ApF + Aak. (18)

Applying the difference operator the update-law (16), we obtain

Aak =y, pE. (19)
Substituting (19) into (18), we have the following relation
Adk = Apf + yapk (20)
k k
./ﬂpn Aan
=—-1 21
Apk T gk _
k+1 k
Pn Aay,
v — — 1) — = —1 (22)
" / ( e Apt
L Aay | e
pﬁl == /n Apﬁ = + = (‘- )

If the learning gain is selected from the range 0 < v, < 1 and
the closed-loop system satisfies |(Aak/ApE=1)| < (1 = 7,),
then we have

k+1
B

—|<p< L 24)

n
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Thus, a sequence of Fourier coefficients of the PD controller
output will be generated as the trial number £ increases. It sat-
isfies

lpal < Blpn™"| < Blpn % < ... < BCIpRl. (29)
Since the initial value p is bounded, each Fourier coefficient of
the P D controller output 75, (t) will diminish asymptotically
as the trial number & increases. We will finally obtain the error
equation in time domain,

kp AG(t) + kp Ab(t) = 0. (26)
As kp and kp are positive constants, the above equation con-
structs a stable sliding surface. Af(t) will tend to zero along the
sliding surface as time lasts, notice thatt = k7+t',t' € (0, T),
as k — oco,t — oo.

A. Remarks

1) Tracking errors come from two sources: the model un-
certainties (structured and unstructured) and the random
disturbances. The learning controller estimates the deter-
ministic uncertainties from the historical input and output
information, and reduces the tracking error by nearly per-
fect compensation for these uncertainties. The feedback
controller reduces the effects of random disturbances and
the mismatch of the initial condition. However, most of
the present-day control methods attempt to suppress er-
rors coming from different sources by one controller.

2) Both Aa® and Ap¥ vary with the trial number k. The
condition |(AaX/Apk)| < (1 — v,) gives a conserva-
tive robust bound. Its physical meaning is that the first
derivative of aX respect to p¥ is less than 1 while the tra-
jectory is carried out repeatedly. In linear systems, Aa¥
and Ap¥ are independent of other harmonic components,
so that the actual bound of |(Aak /Ap¥)| is smaller and
the learning gain can be selected larger for fast conver-
gence rate. In nonlinear systems, both Aa¥ and Apk will
be influenced by other harmonic components, the actual
bound of |(Aa¥ /ApE)| will be larger. A smaller learning
gain should be selected to ensure the stability. A larger
learning gain corresponds to a faster convergence rate of
the tracking error.

3) Although the proposed scheme is a linear method in
Fourier space when constant learning gains are used,
the generated Fourier series can represent the nonlinear
optimal input function and the nonlinear input—output
relation in time domain. Hence, it can be applied to
nonlinear systems to compensate nonlinear uncertainties.
Since the controller only uses measurable input and
output information, there is no requirement for the state
equation model. This approach is particularly useful
when not all state variables are measurable.

4) The number of harmonic terms should be selected based
on the bandwidth of the closed-loop system and the fre-
quency components of the desired trajectory. The number
of harmonic terms is limited by resonant frequency of the
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Fig#2.

Setup of dcservo motor driven gearbox.

system, which could not be included in the learning con-
troller. The larger the harmonic terms are, the more har-
monic components of the output error will be canceled
and well performance will be obtained.

V. EXPERIMENTAL RESULTS AND DISCUSSION

Illustrative experiments have been conducted on a dc
motor driven commercial gearbox (Fig. 2). The gearbox has a
double-reduction gear train. The reduction between input shaft
and output shaft is 9.31: 1. An optical rotary encoder with a
resolution of 5000 lines/rev is mounted on the output shaft. A
PC486-60 equipped with an A/D, D/A card and a decoder card
is applied to carry out the control algorithm. The program is
written in C language. The sampling frequency is 1 kHz.

In our experiments, the angular position of the output shaft
use ™ for feedback was measured by the optical rotary encoder
and the velocity was obtained by numerically differentiating the
position signal with respect to time. The desired output angular
position trajectory is given by

0%(t) = 457 (1 — cos 2wt)(deg )t € [0, 1).

[ts velocity crosses zero, so friction and backlash effect the
tracking performance. The desired trajectory lasts only one
second. Therefore, tracking the desired trajectory one second
is considered as a trial. In the experiments, we used the same
learning control gain for each component in Fourier space, i.e.,
Fo= I = Y2 = e =raN =

The experimental results of the angular position tracking
error is shown in Fig. 3. Here, we can see clearly the convergent
procedure of the tracking error. Since the learning gain is less
than 1 (v = 0.5), the tracking error converges to a small band
after eight trials. The position error cannot converge to zero
even after 20 trials. This is because of the existence of random
disturbances. The effect of friction and backlash is reduced;
however, small tracking error peaks still exist at the moment
when the motor changes the rotary direction due to physical
limitation on the compensation of backlash. In the learning
co(yoller the harmonic terms of the Fourier series is N = 20,
that is, only those frequency components lower than 19 Hz are
covered. To eliminate the spark which has very rich frequency
components, N must be large enough to cover all frequency
components of the spark. However, the increase of IV is limited
since the resonant frequency of the controlled system cannot

0.5 ]

Error (deg.)

N
T

0 2 4 6 8 10
Cycle

Fig.3. Tracking error of the system with £, = 0.04, k4 = 0.0002,~ = 0.5,
N = 20.
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Fig. 4. Maximum absolute of the error with k, = 0.04, k¢4 = 0.0002,~v =
Q5N = 20,
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Fig.5. Tracking error of the system with k, = 0.06, k4 = 0.00025,~v =
0.5, N = 20.

be included. Also, required computation will increase with the
increase of N.

For a convenient comparison of the system performance, we
use two performance indices: the integral of the square of the
error (ISE) and the maximum absolute of the error (MAE).

(k+1)T
ISE = e*(t) dt
kT

MAE = max (|e(t)])

=0, 1.2 ..
ET <t< (k+1)T
MAE is the index to measure the compensation of static fric-
tion and backlash, as shown in Fig. 4; the effects of static friction
and backlash are reduced as trial number increases.
A. Contributions of the PD Controller

We have tested the proposed control scheme with different
PD gains. Fig. 5 shows the tracking error of the system with
k, = 0.06 and k4 = 0.00025. Comparison of ISE index is
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Fig. 7. Tracking error of the system with k&, = 0.04, kg4 = 0.0002,v = 0.5,
N =10.

shown in Fig. 6. Although P D gains did not influence the con-
vergent rate, it does yields a smaller initial error. The P D gains
also have a minor influence on the final value of the error, since
the system is disturbed by random noise. The performance with
higher PD gains is a little better than that with smaller gains
because increasing P D gains will reduce the effect of random
disturbances. The PD controller also constructs a sliding sur-
face, so the gains k, and k4 should be tuned according to the
characteristics of the system and disturbances.

B. Effectiveness of the Harmonic Terms

Fig. 7 shows the experimental result with reduced harmonic
term number. By comparing Figs. 3 and 7, we can see that the
convergent rates are nearly the same. However, after the tracking
error converges, higher error peaks are left in Fig. 7. This is be-
cause that error spark contains higher frequency components.
To compensate that, the input signal should also have higher fre-
quency components. The number of harmonic terms should be
as larger as possible considering of the control performance, the
computational speed and the resonant frequency of the system.

C. Effectiveness of the Learning Gains

Fig. 8 shows the experimental results with a larger learning
gain (v = 0.75). Fig. 9 shows the comparison of the perfor-
mance index with different learning gains. From Fig. 9, we can
see that larger learning gain is corresponding to fast convergent
rate. Learning gain should be selected according to the system’s
nonlinearity with consideration of system stability. For a highly
nonlinear system, v should be smaller to ensure that the system
is asymptotically stable.
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line) and v = 0.75 (dash line).

D. Effectiveness of Phase Compensation

To investigate the mechanism of the proposed control scheme
to reduce the tracking error, we compare the controller output
before and after learning. The controller output u;(t) in the
first trial (only use PD control) and ug(t) in the eighth trial
(after learning) are shown in Fig. 10. From which, we know that
u;(t) and ug(t) have half-wave symmetry. Therefore, when we
choose cosine format Fourier series [f(t) & ao + Zle Ap cos
(nwt + 6,,)] for uy(t) and ug(t), the terms for odd values of n
are dominant terms (i.e., |A,| is larger). Their amplitudes and
phases are shown in Table I. It is clear from this table that there is
not much difference in amplitudes, the distinguished difference
between u;(t) and ug(t) is in their phases. Each dominant har-
monic component of ug(t) has a leading phase to u1(t). These
leading phases give ug(t), in time domain, a leading time to
u1(t), which can been seen from Fig. 10. Such phase leading
compensates the system time-delay which varies with the input
frequency. Therefore, we understand that phase compensation is
very important for the improvement of the control performance.
We also find from the table that each harmonic component of
ug(t) has similar phase.

The lead phase for the compensation of time-delay varies with
input frequency and is difficult to obtain. Therefore, compen-
sation of time-delay cannot be simply completed by inducing a
constant lead time in feedforward. Also, this problem is difficult
to solve by designing a linear or nonlinear controller in time do-
main. The proposed controller learns both magnitude and phase
information from the history of the system input and output
and automatically achieves the best compensation of system
time-delay.
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Fig. 10. (a) Output voltage u, (t). (b) Output voltage us(t).

TABLE 1
AMPLITUDES AND PHASES OF THE CONTROLLER OUTPUT VOLTAGES

Fre. Amplitude Phase (degree)

(I‘IZ) u, (1) uy (1) u, () ug(2)
1 1.767 177 -88.30 | -86.88
3 0.274 0.250 | -103.84 | -93.97
S 0.129 0.114 | -114.29 | -90.99
7 0.090 0.087 | -117.68 | -84.47
9 0.059 0.061 | -131.08 | -81.88
11 0.053 0.054 | -139.27 | -79.93
13 0.045 0.049 | -152.00 | -73.90
15 0.045 0.056 | -182.90 | -86.59
17 0.026 0.051 | -205.73 | -83.09
19 0.036 0.062 | -250.43 | -90.05

VI. CONCLUSIONS

In this paper, a new hybrid control scheme is presented. Both
theoretical analysis and experimental results have shown that
the proposed control scheme is effective and has some special
features compared with many others. In the design of the pro-
posed controller, we neither use the model of the plant nor use
models of friction and backlash. It is a model-free method. The
learning controller is designed in Fourier space with orthogonal
bases. The desired trajectory, system input, actual output and
tracking error are represented by independent harmonic com-
ponents. Therefore, the nonlinear tracking control problem in
time domain is simplified to a number of independent regulation
problems in frequency domain. Since the phase information of
each component is included in the pairs of Fourier coefficients,
the controller can obtain the system input with optimal magni-
tudes and optimal phases. With the phase information, the con-
troller can compensate the system time-delay effectively. Be-
sides the learning controller, a P D controller is also applied so
that the effects of random disturbances and mismatch of initial
condition is much reduced. The robustness of the learning con-
troller is improved. Also, the control scheme is easy for imple-
i ntation.
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