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Abstract
This paper presents a new parallel distributed structural health monitoring

technology based on the wireless sensor network and multi-agent system for
large scale engineering structures. The basic idea of this new technology is
that of adopting the smart wireless sensor with on-board microprocessor to

form the monitoring sensor network and the multi-agent technology to
manage the whole health monitoring system. Using this technology, the
health monitoring system becomes a distributing parallel system instead of a
serial system with all processing work done by the central computer. The
functions, the reliability, the flexibility and the speed of the whole system
will be greatly improved. In addition, with wireless communication links
instead of wires, the system weight and complexity will be lowered. In this
paper, the distributed smart wireless sensor network is designed first based
on the Berkeley Mote Mica wireless sensor platform. Two kinds of sensor
have been adopted: piezoelectric sensors and electric resistance wires. They
are connected to a Mica MPR board though a designed charge amplifier
circuit or bridge circuit and MTS101 board. Seven kinds of agents are
defined for the structural health monitoring system. A distributed health
monitoring architecture based on the defined agents is proposed. Finally, a
composite structural health monitoring system based on a Mica wireless
platform and multi-agent technology is developed to evaluate the efficacy of
the new technology. The developed system can successfully monitor the

concentrated load position or a loose bolt position.

(Some figures in this article are in colour only in the electronic version)

1. Introduction

Much attention has been focused in recent years on the research
of structural health monitoring technology since it provides
a reliable, efficient and economical approach to increase
the safety and reduce the maintenance costs of engineering
structures. These structures range from aging fleets of aircraft
and ship structure to civil structures, such as bridges, highways
and tall buildings. A lot of developments have been made
proving that the structural health monitoring technology is
a promising one [1-5]. However, so far, most of the

0964-1726/06/010001+08$30.00  © 2006 IOP Publishing Ltd Printed in the UK

developments on the structural health monitoring technology
have been made on small size structures.

For next generation structural health monitoring systems
applied on large scale structures, different kinds of density
sensor networks are required to be adopted to monitor different
structure parameters, such as stress, stain, displacement,
acoustic, pressure, and temperature. Density sensors
use different theories and have different functions. The
information each sensor gets is limited; so is its local signal
processing ability. Besides, real large scale engineering
structures are very complicated systems to be estimated. Hence
to reduce the weight of the sensor networks, to coordinate and

1
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manage the density sensor networks, to fuse the information
from different kinds of sensors to take advantage of different
estimation methods to make a reliable estimation of the whole
structure at an acceptable speed is still a challenge.

In this paper, a distributed parallel structural health
monitoring concept is proposed based on the smart wireless
sensor network and multi-agent system. By adopting a
smart sensor with embedded microprocessors and wireless
communication links, a portion of the signal processing and
computation can be done locally and simultaneously; thus the
whole structural health monitoring system turns out to be a
parallel system instead of the traditional serial system. With
such a kind of parallel computation structure, the amount of
information that needs to be transmitted over the network will
be greatly reduced and the system speed will be improved.
Besides, with wireless communication links, the information
can be communicated in a wireless way which will reduce
the weight of the sensor network, and thus facilitate densely
distributed sensing. Multi-agent technology is adopted to
organize and coordinate the density sensor networks and
the information they obtain. Multi-agent systems over the
past few years have been regarded as crucial technology not
only for effectively exploiting the increasing availability of
diverse, heterogeneous and distributed information sources,
but also as a framework for building large, complex and robust
distributed information processing systems which exploit the
efficiencies of organized behavior [6, 7]. Their advantages
are appropriate for application to a large scale structural
health monitoring system with a density sensor network. By
structuring a multi-agent based health monitoring system, the
system will have the following advantages: speed up due
to concurrent processing, fewer communication bandwidth
requirements because processing is located nearer the source
of information, more reliability because of the lack of a single
point of failure and finally, and easier system development due
to modularity.

Section 2 introduces the work done on the distributed
smart wireless sensor network based on the Berkeley
Mote Mica wireless sensor platform.  Two kinds of
sensor usually adopted in the structural health monitoring
system, piezoelectric sensors and electric resistance wires,
are connected to a Mica MPR board though a charge
amplifier circuit or bridge circuit and MTS101 board. In
section 3, seven kinds of agents are defined for the structural
health monitoring system. A distributed health monitoring
architecture based on the defined agents is proposed. Finally,
in section 4, a composite structural health monitoring
system based on the Mica wireless platform and multi-agent
technology is developed to evaluate the efficacy of the new
technology. The developed system can successfully monitor
the concentrated load position or a loose bolt position.

2. Distributed smart wireless sensor network

In this work, the Mote Mica wireless smart sensor platform
1s adopted for the development of sensor systems. Besides
the advantages of the small physical size, low cost and low
power consumption, this sensor platform also has open source
hardware/software, making it easy and flexible for users to
develop their expected functions. The Mote Mica sensor

g Sensor Node Architecture
E
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ADXL202 Microchi
Atmel MCU P
Acce:l’e;::nseters — 4K Flash 256Kbits
< \ Temperature
2 Burr—Brown Burr-Brown Sensor
5 ADS7841 ADS7841
2} 4-Channel 4—Channel
L
Pressure
GMR Honeywell
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Figure 1. Mica smart wireless sensor platform and its basic block
diagram.

system is developed by University of California at Berkeley
under the network embedded software technology (NEST)
program supported by the US Defense Advanced Research
Projects Agency (DARPA). Figure 1 shows the Mote Mica
wireless smart sensor platform and its basic block diagram.

The hardware of Mica consists of a small, low-power
radio and processor board (known as a mote processor/radio,
or MPR, board) and one or more sensor boards (known as a
mote sensor, or MTS, board). The combination of the two
types of board forms a networkable wireless sensor. The
MPR board includes a processor, radio, A/D converter, and
battery. The processor is an ATMEL ATMEGA 128L. It has
128 KB of flash memory and 4 KB of SRAM. The processor
has three sleep modes: idle, which just shuts the processor
off; power down, which shuts everything off except the watch-
dog; and power save, which is similar to power-down, but
leaves an asynchronous timer running. Power is provided by
any 3 V power source, typically two AA batteries. The radio
on the MPR module consists of a basic 916 MHz ISM band
transceiver, antenna, and collection of discrete components
to configure the physical layer characteristics, such as signal
strength and sensitivity. It operates in an ON/OFF key mode
at speeds up to 50 kbps. Control signals configure the radio
to operate in either transmit, receive, or power-off mode. The
radio contains no buffering, so each bit must be serviced by
the processor in time. The MPR modules contain various
sensor interfaces, which are available through a small 51-pin
connector that links the MPR and MTS modules. The interface
includes an 8-channel, 10-bit A/D converter; a serial UART
port; and an I?C serial port. This allows the MPR module
to connect to a variety of MTS sensor modules, including
MTS modules that use analog sensors as well as digital smart
sensors [8—10].
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Figure 3. The connection of the electric resistance wire, amplifier, filter, the MTS101 and the Mica MPR board.

The software system of the Mote Mica is Tinyos (Tiny
Operation System).  This is an open-source operating
system designed for wireless sensor networks. It features a
component-based architecture which enables rapid innovation
and implementation while minimizing code size as required
by the severe memory constraints inherent in sensor networks.
TinyOS’s component library includes network protocols,
distributed services, sensor drivers, and data acquisition tools.
TinyOS’s event-driven execution model enables fine-grained
power management yet allows the scheduling flexibility
made necessary by the unpredictable nature of wireless
communication and physical world interfaces.

Though the MTS boards of the Mica Mote currently
provide several kinds of sensing elements, such as light,
temperature, two-axis acceleration, and magnetic sensors,
these sensors are not suitable for the present work. In structural
health monitoring, different sensing elements are chosen for
different monitoring objectives. Piezoelectric elements and
optic fiber sensors are two kinds of popular element usually
adopted. The electric resistance wires are also used because
of their cheap price and stable performances. Considering
the monitoring objective in this paper, the possibility to be
connected to Mica, the weight and the size of the sensor
elements, piezoelectric ceramics and electric resistance wires
are adopted as sensor elements in this research. In order to

connect these two kinds of element to Mica Mote, MTS101
boards are chosen. MTS101 is a basic sensor board compatible
with Mica which has only a light sensor and a temperature
sensor. The signals from other sensing elements can be linked
to this area and input to the Mica MPR board through its 51 -pin
connector.

Charge amplifiers are designed for the piezoelectric
elements and bridge circuits are designed for the electric
resistance wires. Since the piezoelectric elements are used
to monitor the dynamic signal, high-pass filters are also
designed to eliminate the low frequency noise, such as the
50 Hz electric line noise. The connection of the piezoelectric
elements, the change amplifier, the filter, the MTS101 and the
Mica MPR board is shown in figure 2. Figure 3 shows the
connection of the electric resistance wire, the bridge circuit,
the amplifier, the filter, the MTS101 and the MPR board.
A instrumentation amplifier INA118 is adopted to amplify
the output from the bridge circuit. The INA118 is a low
power instrumentation amplifier offering excellent accuracy
from Burr-Brown company. Its versatile 3-op amp design
and small size make it ideal for a wide range of applications.
Electric resistance wires are usually adopted to monitor the
static signal, thus a low-pass filter is designed to eliminate the
high frequency noise.
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3. Distributed health monitoring architecture based
on multi-agent technology

The concept of agent is very important in both artificial
intelligence and mainstream computer science. The agent can
be termed as a hardware- or software-based computer system
which has the properties of autonomy, social ability, reactivity,
and pro-activeness. Multi-agent systems are computational
systems in which two or more agents interact or work together
to perform some set of tasks or to satisfy some set of goals. A
multi-agent system is viewed as a crucial technology not only
for effectively exploiting the increasing availability of diverse,
heterogeneous and distributed information sources, but also as
a framework for building large, complex and robust distributed
information processing systems which exploit the efficiencies
of organized behavior. In a multi-agent based distributed
system, each component or subsystem is changed to an agent.
Though the information each agent obtains is not integrated or
precise and its information processing ability is limited, since
each agent has the knowledge of the whole system structure
and also the knowledge of other agents’ resources, functions,
and structures, with the social ability and reactivity, different
agents can cooperate with each other to develop effective and
efficient problem-solving strategies [6, 7].

To apply multi-agent technology to a distributed structural
health monitoring system, each component or subsystem in the
structural health monitoring system should be changed to an
agent. According to the subsystem’s functions, seven kinds of
agent are defined as follows for the structural health monitoring
system.

Sensing agents: responsible for monitoring structure
parameters, such as stress, stain, displacement, acoustic,
pressure, and temperature. Sensing agents can be implemented
by smart sensors with an on-board microprocessor.

Signal processing agents: responsible for processing data
monitored by sensing agents and extracting signatures to
estimate the structure state. Signal processing agents can be
implemented by software or hardware and software together.

Estimation agents:  responsible for estimating the
structure state or life time using signatures extracted by signal
processing agents. Estimation agents can be implemented by
software.

Fusion agents: data from different sensor agents are
processed by different signal processing agents and estimated
by different estimation agents. Data from the same sensor
agents can also be processed using different signal processing
agents and estimated by different estimation agents. Thus
fusion agents are required to fuse all the results from different
methods to obtain the most reliable and precise conclusion.
Fusion agents can be implemented by software.

Communication agents: responsible for managing the
communications among different agents. Communication
agents can be implemented by software or hardware and
software together.

Coordination agents: responsible for the coordination of
a group of agents, such as confliction solving, measurement
time synchronization, decision making on resource share
methods, and negotiation methods. Coordination agents can
be implemented by software.

Interface agents: responsible for the communication
with users, including parameter setting, user command
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Figure 4. Multi-agent based distributed structural health monitoring
architecture.

input, globe estimation result demonstration, local estimation
result demonstration, and alarm. Interface agents can be
implemented by hardware and software together.

With the above definitions, a multi-agent based distributed
structural health monitoring architecture is proposed as shown
in figure 4. This is a hierarchical architecture. The
central coordination agent in the first layer is responsible for
coordinating the work of every local monitoring network.
The central fusion agent fuses the monitoring results from
every local network and gives a global estimation result of
the whole structure. The interface agent is also in the first
layer. Every local monitoring network monitors a portion of
the structure. Some monitor the same portion, but monitor
different parameters or use different methods. Their estimation
results will be fused by a local fusion agent. For example,
for the same portion of the structure, both optic fiber sensors
and piezoelectric sensors can be used to monitor the structure
damage. For the estimation methods, neural network based
methods, mechanical model based methods, and wavelet
analysis based methods can all be adopted to estimate the
data from optic fiber sensors or piezoelectric sensors. Every
sensor and estimation method has its own advantage and
limitation. By fusing their results, the estimation will be more
reliable and precise. For the information fusion in both the
central fusion agent and local fusion agent, a method called
black board can be adopted. The basic meaning of the black
board in a fusion agent is similar to the black board in a
classroom. In the present work, the fusion agent is realized
by the software in the microprocessor. Thus, the black board
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Figure 5. Setup of the composite health monitoring system based on wireless sensors and multi-agent system.

refers to a special memory reserved in the microprocessor’s
ROM. Though different estimation agents make their own
decisions, when they try to estimate some data, they can share
the procedure data from each other on the black board. That
means that when the estimation begins, each estimation agent
puts its own development in the black board; at the same time
it tries to find the development of other estimation agents to see
if their developments are useful for its own estimation. When
its own estimation has useful development, this agent will go
on putting the results on the black board for the reference of
other agents. Finally, each estimation agent will get the most
reliable and precise estimation results it can.

4. Development of a composite health monitoring
system

In order to validate the possibility to develop a distributed
health monitoring system based on a smart wireless sensor and
multi-agent technology, a composite health monitoring system
to monitor the applied concentrated load position and loose
bolt is developed using Mica wireless sensor and multi-agent

technology.

4.1. System setup

The setup of the composite health monitoring system based on
wireless sensors and a multi-agent system is shown in figure 5.
The composite is an 800 mm x 800 mm glass-fiber epoxy
plate 4 mm thick fastened to a steel frame by 20 bolts. Two
kinds of sensor network are incorporated in the composite,
including four electric resistance wires of 80 mm length each,
four piezoelectric ceramic sensors of 10 mm diameter and
one piezoelectric ceramic actuator with a rectangular shape
of 20 mm x 5 mm. Four electric resistance wires are adopted
to monitor the position of concentrated load applied to the

structure. There are in total nine areas to which the load may be
applied. The four electric resistance wires are incorporated in
area |, area 3, area 7 and area 9, respectively. The piezoelectric
ceramic sensors and the piezoelectric ceramic actuator are
adopted to monitor the loose bolt. There are in total 20 bolts on
the plate. If one bolt is loose, the system detects its position.
Besides the sensors, eight Mica MTS101 board and MPR
boards are also adopted. As shown in figures 2 and 3, the eight
sensors are connected with Mica MTS101 and MPR board
forming eight sensing agents, including four load monitoring
agents and four bolt monitoring agents. Each kind of sensing
agent forms a sensing agent network. A computer system and
a signal generator are also included in the setup.

4.2. Multi-agent system

Since the structure size researched herein is not big and the
objectives monitored by the system are not complicated, the
multi-agent based health monitoring system only adopts one
layer structure and some agents are not adopted here, such as
the fusion agent, the communication agent and the database.
There are in totally eight kinds and 20 agents in this system.

Load monitoring agent (LMA): implemented by the
electric resistance wires together with Mica, used to
monitoring load position applied to the composite plate. There
are four LMAs in the developed system.

Bolt monitoring agent (BMA): implemented by the
piezoelectric ceramic sensors and the piezoelectric actuator,
adopted to monitor the loose bolt position. There are four
BMAs in the system.

Load signal processing agent (LSPA) implemented by
hardware and software together. The hardware parts including
the designed amplifier circuits and the low-pass filter. The
software parts including moving average and zero point
compensationimplemented in the Mica. There are four LSPAs
in the system.
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Figure 6. Multi-agent system and the working flow of the composite health monitoring process.

Bolt signal processing agent (BSPA): implemented by
software in the Mica on-board software system. It extracts
the peak value of each response monitored by BMA. There are
four BSPAs in the system.

Load estimation agent (LEA): implemented by pattern
recognition software based on Euclidean distance in the
computer system to recognize the pattern outputs by the LMA
network when load is applied at different positions on the
composite plate. There is one LEA in the system.

Bolt estimation agent (BEA): implemented by BP neural
network software in the computer system to distinguish which
bolt is loose from the pattern outputs by the BMAs and BSPAs.
There is one BEA in the system

Interface agent (IA): implemented by software in the
computer system and the monitor of the computer system
to accept commands from the user and show the monitoring
results. There is one IA in the system.

Coordination agent (CA): implemented by software in the
computer system. The CA coordinates the whole monitoring
process. It decides when to communicate with the LMAs and
LSPAs to input data using wireless links and when to give a
control signal to the piezoelectric actuator to begin the loose
bolt monitoring process.

Figure 6 shows the working procedure of the whole multi-
agent based system and also the main coordination work the

CA does.

4.3. Theory

The load position monitoring is based on the strain distribution
change monitored by the LMA network. The four outputs
of the LMA network form a mode to represent the strain
distribution of the composite structure. When there is
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Figure 7. Pattern recognition process of LEA.

Working
process

a concentrated load applied on the composite or the
applied position changes, the strain distribution changes
correspondingly, and the output mode of the LMA network
changes too. The pattern recognition LEA classifies the
different mode to decide different load positions [11, 12]. The
pattern recognition method the LEA adopted is the minimum-
distance classification. The distance between two patterns is
calculated using the Euclidean distance, shown in equation (1).

n 1/2
d(x,y) = [Z |x; — yilz]
i=1

(1
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Table 1. Modes output from LSPAs.

Load applied area LMA1 (mA) LMA2 (mA) LMA3 (mA) LMA4 (mA)
No load 210 26 104 171
Area no. 1 246 35 103 174
Area no. 2 211 47 107 180
Area no. 3 211 63 108 179
Area no. 4 216 31 106 180
Area no. 5 212 34 109 186
Area no. 6 208 30 108 183
Area no. 7 204 27 109 210
Area no. 8 202 27 127 198
Area no. 9 211 29 162 185
Ampl(V) Ampl(V)
00 00
0.00 0.00
E 1085 1 7 3 100 1 2 3
= time(ms), RMA1 time(ms), RMA1
E 1.00 1.00
50} . N S 0.00 pr— 0.00
-— g . -1. L L <1 A I
0 . L L L L L L . L : 000 1 2 3 . OOO 1 2 3
1 2 3 4 5 6 7 8 9 10 time(ms), RMA2 time(ms), RMA2
—e—1MAI —-—-LMAZ .-5—LMA3 —e—[MA4 1.00 1.00
Load is applied in area 1 at 3.5s
0.00} 0.00P_ U\
Figure 8. Typical waveforms monitored by the LMA network when ~ -1.00; : ) 3 1005 ; % A
i i applael. time(ms), RMA3  time(ms), RMA3
1.00 1.00
- . 0.00 0.00
where x, y indicate two different patterns, x; are the elements ppes £ ‘ - A "
of x, and y; are elements of y. Figure 7 shows the recognition Y 1 2 370 1 2 3
' time(ms), RMA4 time(ms), RMA4

process.

The loose bolt monitoring is based on the structural
vibration response [13]. A piezoelectric ceramic is adopted
here to give a sine wave excitation signal to the structure at
1.7 kHz. One reason to choose 1.7 kHz excitation here is
because this excitation is acceptable for the Mica board to
sample data and transmit data. Another reason is because
the vibration response of the structure under this excitation
is sensitive to the loose bolt. The BMA network monitors
the response of the structure under excitation and the BSPA
extracts the peak values of each BMA to form a signature
mode. When there is one bolt loose in the structure, the
vibration response changes, causing the signature mode to
change. Using the BP neural network, the mode can be shown
to correspond to a certain loose bolt situation.

The system monitoring results are shown on the user
interface. If there is a load concentrated on a certain area
of the composite, the system will mark this area with a red
color. If there exists a loose bolt, the system will diagnose its
position and make a shining sign of the position on the user
interface. Thus the user can find easily what is wrong with the
structure.

4.4. Experimental results

Figure 8 is the typical waveforms monitored by the LMA
network when a load is applied to the composite structure.
Here, to show the changes clearly, the zero point of each LMA
is adjusted to be different from each other. Table 1 shows the
modes output from the LSPAs when a concentrated load which

(a) Before Bolt No.20 loose (b) After Bolt No.20 loose

Figure 9. Typical waveforms monitored by the RMA network when
there is a bolt loose.

is 5 kg is applied to different areas on the structure. Figure 9
shows the typical waveforms monitored by the RMA network
when there is a bolt loose. The peak values of these waveforms
form a mode to represent the structure response under vibration
excitation. Table 2 shows the mode outputs from the BSPAs
when a different bolt is loose on the structure.

Experiments show that the developed system can
successfully detect the position of the applied load and the
position of the loose bolt. The advantage of the developed
system is that by adopting a parallel distributed system
structure based on the wireless smart sensor and multi-agent
system, portions of the signal processing work are done in the
Mica on-board processor which reduces the data that needs
to be transferred to the computer system. Since each sensing
agent has its own signal processing agent, all the local signal
processing work is done in parallel, thus the system speed is
improved.

5. Conclusion

This paper presents a new parallel distributed structural health
monitoring technology based on a smart wireless sensor
network and multi-agent system for large scale engineering

7
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Table 2. Modes output from BSPAs.

Mode RMAI1 (mV) RMA2(mV) RMA3(mV) RMA4(mV)
System normal 1248 262 131 112
Bolt no. 1 loose 1127 770 639 801
Bolt no. 2 loose 1692 689 440 614
Bolt no. 3 loose 1202 265 559 546
Bolt no. 4 loose 1670 888 462 770
Bolt no. 5 loose 1056 916 449 , 492 )
Bolt no. 6 loose 856 326 970 -* 1168
Bolt no. 7 loose 659 354 1626 208
Bolt no. 8 loose 1301 526 - 337 . 638
Bolt no. 9 loose 1186 384 . 644 1054
Bolt no. 10 loose 1063 182 ~ - 610 ' 588
Bolt no. 11 loose 1033 314 - - 840 . 652 -
Boltno. 12 loose 1111 590 . % 183 304
Bolt no. 13 loose 956 T 516 v 912 876
Bolt no. 14 loose 1058 420 T 1538 1152
Bolt no. 15 loose 509 186 824 946
Bolt no. 16 loose 857 ..632 994 787
Bolt no. 17 loose 1318 1413 1283 987
Bolt no. 18 loose 572 ” 372 _ 722 819
Bolt no. 19 loose 466 428 809 1251
Bolt no. 20 loose 627 . 542 717 813

structures.  Using this tecﬁh’nology, the health monitering ii_éferences

system becomes a distributing parallel system instead-of a« .
serial system. The functions, the reliability, the;ﬂax&lgil'it—y -. [1] Fujino Y and Abe M 2004 Structural health

and the speed of the whole system will be greatly. improved.
This demonstration system is a small size structural "healfh
monitoring system. There are a number of important issues
that need to be addressed for this new technology which has
great potential. Some are listed as follows.

(I) The hardware and software of the smart wireless sensor
platform need to be improved. The Mica Mote smart
wireless sensor platform still has some limitations,
such as limited sampling rate, limited memory, limited
processing speed and limited data transmission ability,
making it only able to be adopted to solve simple
structural health monitoring problems at present.

(II) The development of an appropriate hardware and
software framework to support the building of multi-
agent based structural health monitoring system.

(III) The development of the appropriate communication,
coordination and negotiation methods for the agents in
the structural health monitoring system.

(IV) The development of methods to scale up to agent societies
in a multi-agent based structural health monitoring
system.
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Abstract

This paper discusses the distributed structural
health monitoring technology for large scale
engineering structures. A hybrid wing box health
monitoring system developed is first presented.
Piezoelectric sensor array based active Lamb wave
diagnostic method and Bragg gating sensor based
strain monitoring method are adopted.
technology

structural
The distributed health monitoring
realized by multi-agent technology is discussed,
including the individual agent design, the design of
the whole multi-agent system (MAS) and three
important aspects in designing MAS. Finally, the
paper explains the motivation of the agents realized
by wireless sensor network and the wireless sensor
node developed.

KEYWORDS health
multi-agent technology, wireless sensor network,

structural monitoring,

distributed system

1. Introduction

For structural health monitoring system applied
on large scale structure, different kinds of density
sensor networks are required to be adopted and
monitor different structure parameters, such as
stress, stain, displacement, acoustic, pressure,
temperature and etc. Among the density sensors,
the sensors use different theories and have different
functions. The information each sensor get is limited,
so does its local signal processing ability. Besides,
real large scale engineering structures are very
complicated systems to be estimated. Hence to

reduce the weight of the sensor networks, to

64

coordinate and manage the density sensor networks,
to fuse the information from different kinds of
sensors to take advantage of different estimation
methods to make a reliable estimation of the whole
structure in an acceptable speed is still a challenge
[1—4].

In this paper, the distributed structural health
monitoring technology for large scale engineering
structures is discussed. First, a hybrid wing box
health system is
developed based on hybrid piezoelectric sensor
array and Bragg gating sensor array. This is still a
central computer base serial system. For more

monitoring  demonstration

complicated engineering structure, the distributed
parallel structural health monitoring concept based
on smart sensor and multi-agent technology is
discussed. By adopting smart sensor with embedded
microprocessors, portion of signal processing and
computation can be done locally and simultaneously.
Multi-agent technology is adopted to organize and
coordinate the density sensor networks and the
information they obtained®® Thus the whole
structural health monitoring system turns out to be a
parallel system instead of the traditional serial
system. With such a kind of parallel computation
structure, the amount of information needs to be
transmitted over the network will be greatly reduced
and the system speed will be improved. Besides, if
the smart sensor adopts the wireless communication
links, information can be communicated in a wireless
way which will reduce the weight of the sensor
densely distributed

network, thus facilitate

sensingm]

2 Hybrid Piezoelectric and optic fiber
sensor based wing box health
monitoring system

INABIO/SMEBA 2006, Daejeon, Korea




International Joint Conference of INABIO/SMEBA 2006

(a) Aluminum wing box skin

(b ) Carbon fiber composite skin
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(c) Skin dimension

Fig.1 Wing box specimen

Wing box is an important part of the aircraft
structure®®. The wing box researched is shown in
Fig.1. The dimension is 1000x1800%x200mm. The
top skin is made of carbon fiber composite material
and the bottom skin is made of metal aluminum. The
skin is fastened to the steel box frame. There are
totally six T shape stiffeners with a distance of
130mm between each other. Vertical to the stiffeners

(a) PZT smart layer

( b) Distribution of smart layer
on the wing box skin

developed. Piezoelectric sensor array based active
Lamb wave diagnostic method"'”and Bragg gating
sensor based structural strain monitoring method are
adopted. The PZT sensors are arranged on the
carbon fiber skin and the optic fiber sensors are
arranged on the aluminum skin. To make it easy to
sensor ensure the

arrange the array and

arrangement process of each element to be the

( ¢ ) Optic fiber smart layer and
their distribution on the wing box

Fig.2 Smart layer and their arrangement on the wing box skin

there are totally five lines of bolt hole. The distance
between lines is 280mm. On the wing box specimen,
a hybrid health monitoring demonstration system is

INABIO/SMEBA 2006, Daejeon, Korea

0 B i

same, the smart layers are manufactured. The
arrangement of the smart layer is shown in Fig.2.
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