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Abstract— By introducing a full-rate space-time block
coding (STBC) scheme, a multiuser CDMA system with
full-rate STBC is presented. Meanwhile, a low-complexity
multiuser receiver scheme is developed, the scheme can
make full use of the complex orthogonality of STBC to
simplify the high decoding complexity of the existing
scheme, it has linear decoding complexity. Compared with
those full-diversity space-time block coded CDMA (STBC-
CDMA) systems, the presented full-rate STBC-CDMA
system can realize full rate transmission, low complexity
and form efficient spatial interleaving. Thus the
concatenation of channel coding can effectively improve
the system performance. Simulation results show that the
developed scheme can achieve almost the same
performance as the existing scheme. Moreover, on the
condition of same system throughput and concatenation of
channel code, the proposed full-rate system has lower BER
than corresponding full-diversity systems

[. INTRODUCTION

As an effective transmit diversity technique in multi-
antenna system, the space-time block coding (STBC) has been
widely used to combat channel fading due to its full transmit
diversity and simple maximum likelihood (ML) decoding
algorithm [1-3]. But in [2], it is proved that for STBC, a
complex orthogonal design which provides full diversity and
full rate is not possible for more than two antennae.
Considering that the full rate transmission is very important to
implement high data rate service [1], and low-complexity
STBC decoding algorithm is necessary due to the restriction
of receiver size, a low-complexity STBC scheme that can
provide full data rate and partial diversity for 3 transmit
antenna (3Tx) or 4Tx is developed in [4], it has full rate, low

complexity and small performance loss due to partial diversity.

Moreover, it can form efficient spatial interleaving. Thus
concatenated with channel coding, it is superior to
corresponding full-diversity codes. But the above scheme is
only designed for single-user case, thus it will be not suitable
for multiuser scenario in practice. Hence, it is necessary to
extend the above scheme into multiuser scenario for practical
purposes. In space-time coded multiuser systems, the
interference sources will perform direct-proportion increase

with the increase of the number of users and transmit antennae.

Although a multiuser receiver scheme for space-time coded
CDMA is proposed in [5] and its decorrelative receiver
scheme decouple the detection of different users, the decoding
complexity is exponential for each user, which will be

difficult to implement in practical application. For this reason,
we present a full-rate space-time block coded CDMA (STBC-
CDMA) system, then by utilizing maximum ratio combining
(MRC) method and complex orthogonality of STBC, develop
a low-complexity multiuser receivers scheme. This full-rate
system not only has superior performance from [4], but also
can achieve effective multiuser interference (MUI)
suppression. After decorrelating, each user has linear
decoding complexity via using the developed scheme, and the
system adopts the proposed low-complexity STBC scheme in
[4]. So the implement complexity of our system will be much
lower. Moreover, the developed scheme can be applied to the
full-diversity STBC-CDMA systems based on conventional
STBC schemes [2] to implement low-complexity decoding. In
addition, our presented STBC-CDMA system will not affect
the data rate, which is important for high data rate services.

[I. FULL-RATE AND LOW-COMPLEXITY STBC SCHEME

In this section, we give the basic principle of our full-rate
STBC scheme for multiple antennae [4]. Let L, N and K be
positive integers, a complex orthogonal STBC is defined by a
NxL transmission matrix D, every entry of which is complex
linear combination of the K input symbols x,,...,xx and their
conjugates x;*, ...,.xx*, and the rows of D are required to be
mutually complex orthogonal. N and 7" are the numbers of
transmit antennae and time slots used to transmit K input
symbols, respectively. The rate of the orthogonal code D is
defined as Rgypc =K/L. For a fair comparison, we also define
the system throughput as Throughput=Rg;scxR.x 7 in terms of
[6], where R, is the code rate of the channel coding, 77 denotes

the bandwidth efficiency of modulation scheme. Based on the
Alamouti encoding, we develop a complex orthogonal and
full-rate STBC scheme for multiple antennae in [4]. For 3
transmit antennae, the input information bits are firstly
mapping to the constellation symbols, then every four
consecutive symbols (e.g. x), x, X3, X4) are space-time coded
in terms of our designed NxL code matrix X=[x; xo* 0 0; x;
-x* x3 -x4%; 0 0 x4 x3*], where N=3, L=4. According to this
code matrix, 4 symbols (i.e. K=4) are transmitted over 4 time
slots (L=4), so the rate of the proposed code X'is 4/4=1, i.e, the
X code has unity rate, thus it can realize full data rate
transmission. Moreover, the rows of X keep complex
orthogonal mutually, i.e., for i), x,"oxj= 0; where x; and x; are
row vectors, superscript *** and ‘> denote complex conjugate
and Hermitian transpose, respectively. Thus our scheme can
implement full-rate and complex orthogonal design. Moreover,
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the scheme can form efficient spatial interleaving in quasi-
static fading channel, which is difficult to obtain for those
full-diversity STBC. So when channel coding is applied to our
code scheme, the spatial interleaving effect will become very
obvious and high performance gain will be obtained by the
application of the inherent advantage of channel coding after
utilizing the effective spatial interleaving.

I1I. RECEIVER SCHEME FOR FULL-RATE SPACE-TIME CODED
CDMA SYSTEM

In this section, we consider synchronous CDMA
communication system with N transmit antennae and M
receive antennae and U active users in a Rayleigh flat-fading
environment, the uplink performance is investigated. To make
full use of the advantage of the scheme in [4], we will
consider the synchronous CDMA system comprising 3Tx and
IRx for analysis consistency. Other cases can be investigated
by using similar analytical method. The system employs the
proposed full-rate STBC [4] to transmit the data from
different antennae. The channel is assumed to be a quasi-static
fading so that the channel gains keep constant over a frame
and vary from one frame to another. The channel gains are
modelled as samples of independent complex Gaussian
random variables with unit-variance and zero-mean. The time
block length L of STBC corresponds to P chip periods. Then
according to [S], the transmitted signal matrix from 3 transmit
antennae of user u at pth (p=1,2,...,P) chip period is

S.(p=D,C,(p) )
where D, is 3xL STBC matrix of user u, C,(p) is Lx1
spreading code, and C,=[C(1) ,...,C,(P)] corresponds to L
normalized spreading codes of length P used to spread D, for
user u (#=1,2,...U), such as conventional Walsh-Hadamard
code and Gold code. We will also employ these different
spreading codes for different users. Based on the analytical
method in [5], at the receiver, we can obtain the baseband
received signal at p th (p=1,2,...,P) chip period as follows:

R(p)=Y JAh,S,(p)+2(p), p=1.....P

where h,=[h,1, h2, hy3] is 1x3 channel matrix of user #, and its
elements {A,,, n=1,2,3}denote complex channel gains from
transmit antenna » to receive antenna. z(p), p=1,2,...,P are
independent, identically distributed complex Gaussian random
variables with zero-mean and unit-variance. NA, denotes the
average signal-to-noise ratio (SNR) per receive antenna for
user u at the receiver during the transmission of STBC matrix
D, (which corresponds to P chip periods), this SNR adopts the
definition similar to Ref.[5] for comparison consistency.

Based on the above analysis, the proposed full-rate STBC,
i.e. X code is employed for D,. Then according to (2) and (1),
the received signal at pth chip period can be expressed as

2

Xa xuz 0 0
[(p) Z‘/'[hll hlz hﬂ] X2 X3 4 CL(P)“‘Z(P) (3)
" 0 0 x, x5
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where p=1,2,...,P, L=4; {xu, k=1,...,4}are the transmitted
data symbols for user u, they are from energy-normalized
signal constellation Q.

In order to express (3) more compactly, we simplify its
general form, i.e. Eq.(2), and define the following matrices:

B.~4,'”h,D, (1xL matrix); B=[B,, B.,... B(, 1] (]><LU
matrix); Cuz[cu(]):- ) u(P)] (LXP matnx)’ C= [CI 3 Cl/ ]v
(LUxP matrix); R=[R(1) ,....R(P)] (1P matrix); Z= [z(l),

z(P)], corresponds to 1xP matrix, where superscript denotes
transpose of matrix. Thus, (2) becomes
R=)BC,+Z=BC+Z 4

u=|
Then according to Ref.[7], we can obtain the ML estimate
of B conditioned on { h,, «=1,...,U} and {D,, u=1,...,U }as
B = RCH(CCH)_l = B+ZCH(CCH)_I (5)
Here, the Moore-Penrose inverse matrix C"(CC"™)" can be
expressed as a multiuser decorrelator [5,7], thus the ML

estimate B is effective output of the decorrelator with the
input being the received data R. By this decorrelator, the
multiuser interference is cancelled, and the detection of
different users is decoupled. Based on the block structure of B,

the ML estimate éu of B, can be easily achieved. According

to the deﬁnition of B, we can assume that
B [ a5 Dps wesBy 1. Thus for (3), which corresponds to
our proposed full-rate  STBC scheme, L=4 and

—[b.m 55 u3,bu4]. Considering that the transmitted

information symbols constitute the code matrix D,, and D, is
contained in matrix B,, the symbol decision values can be

achieved by evaluating é" . Moreover, we find that the B, has

same receiver signal form as conventional STBC in single
user scenario [4,8]. Thus based on the MRC method, utilizing
the complex orthogonality of STBC, we can obtain simple
decoding scheme of user # for the proposed full-rate STBC-
CDMA system at the receiver after performing decorrelation,

Ry A A + g P IP
b+ by =AU P+ R P zn
a:gmnnmbumgbﬂ AL Pl
| o =argmin| by ~habi (A (Ao +1hs P

By mtroducmg 3-antenna full-diversity STBC G; and /15
code, the corresponding full-diversity STBC-CDMA systems
can be given. Based on the above analysis method, we can
obtain the receiver decoding scheme for 3-antenna G; code
based multiuser CDMA system after decorrelation. Namely,
for G; code, L=8, K=4; we have

=argmin || h:lbul
x,€0

u2




X :argg)‘in | b5 +b,5h,, +le3}4:3 +5;5}E1 +5;61'4,2 +I;;7h43
Xl
24, Ry P+ R P+ s P, IP
‘iu2 =argr;in " bulliz _bMZ}il +bu4h:3 +b.:sl'442 _bl:ﬁhll +B;s’h
X2
~2[4,A R [+ Ry P+ s P, P
i:u.‘i :argneg'n ” bul :3 _bu3 :I _5::4 :2 +Bz:51113 _B,:7h:| _b::sh:z
X3

2[4, (1, P+ Ry B+ Ry Prxs P
£u4 = argr;m I bu}h:Z —bu2}i3 _bu4}i1 _b;s}h +b;7}3:2 "b.:shlx
X4

22,k P+, P+ Ry Py P

For space consideration, we no longer give the decoding
scheme for 3-antenna full-diversity A3 code based CDMA
system due to the repeated work.

From the Eqs.(6) and (7), it is observed that our improved
decoding scheme has linear complexity. For Ref.[5], its
receiver decoding schemes with coherent detection (i.e. (44)
and (45) in [5]) are shown as follows:

1) For general spreading codes:

D, = argmin {vec” (B, —\[4,h,D,)¥;'vec(B, -\[2,h,D,)} (8)
X 1€Q

2) For orthogonal spreading codes:

D,= argmin ||B, - /A, h,D, |
{ X0, X,x JEQ

From the above two equations, we can see that the decoding
scheme in [5] has exponential complexity. Namely, if Qis a
constellation consists of Q symbols, the search times that need
to obtain the transmitted K symbols is Q. Thus, when Q and
K become larger, the complexity will get much higher, which
will result in the significant increase of implementation
complexity of the system. While for our improved scheme, the
needed search times are only KQ. Based on this, we give the
complexity comparison between the improved scheme and the
original scheme [5] in Table I. In Table I, scheme 1 and
scheme 2 represent the original decoding scheme [5] and our
improved scheme, respectively. From the Table, we observe
that scheme 2 has lower complexity than scheme 1. Especially,
when Q and K are larger, the low-complexity advantage of our
scheme becomes more significant.

)

(€)

TABLEI
COMPLEXITY COMPARISON BASED ON SEARCH TIMES
QPSK 8PSK 16QAM | 16QAM
0=4, 0=8, o=l16, 0O=16,
K=2 K=2 K=3 K=4
Scheme 1 16 64 4096 65536
Scheme 2 8 16 48 64

In addition, the above proposed decoding method can be
easily extended to multiple receive antennae case. Here, we no
longer give detailed decoding process due to the similar work
and space consideration.

IV.SIMULATION RESULTS

In this section, we will provide the performance simulation
results for different STBC-CDMA systems, and the G,, Gj
code and proposed full-rate X code are investigated and
compared. In simulation, the channel is assumed to be quasi-
static Rayleigh flat fading; the receiver has perfect channel
knowledge and system synchronization. Every data frame
includes 480 information bits, and Gray mapping of the bits to
symbol is employed. For different STBCs, we will adopt
different modulation modes to maintain the same system
throughput. 7-user synchronous CDMA systems are
considered, and conventional Gold codes (P=63) are used as
spreading code. Considering that turbo code has good
decoding performance, we employ turbo code as channel
coding to improve the system performance. The turbo code
consists of two identical recursive systematic convolutional
codes (1, G,/G,) connected in parallel via a pseudorandom
interleaver, where G, and G, are chosen to be 15,4 and 13cal,
respectively. The code rate R. =1/3, and the maximum a
posteriori probability (MAP) is used for turbo decoding, the
number of iterations is 5. The simulation results are illustrated
in Figs.1-2, respectively. In the figures, ‘G,-CDMA’, ‘G;-
CDMA”, ‘X-CDMA’ denote the CDMA systems with G, code,
G; code and proposed full-rate STBC, respectively.

0
10 : : T : r
-~ X-CDMA with scheme 1 and Gold
—%— X-CDMA with scheme 2 and Gold
—x— X-CDMA with scheme 2 and W-H
—&— G3-CDMA with scheme 1 and Gold
10-1 i —— G3-CDMA with scheme 2 and Gold
—=— G3-CDMA with scheme 2 and W-H
-2
107k E
o
L
m
-3
10 ¢ E
-4
10 ¢ E
0 5 10 15 20 25 30
SNR (dB)

Fig. 1 BER versus SNR for different STBC-CDMA systems

Fig.1 shows the BER versus SNR for different STBC-
CDMA systems. The QPSK modulation is employed in
conjunction with full-rate STBC-CDMA system, and the
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16QAM modulation is applied to G3-CDMA system. Thus the
system throughputs all equal 2 bit/s/Hz. For comparison, we
also give the performance of different STBC-CDMA systems
with spreading code being Walsh-Hadamard (W-H) code
(P=64), and the performance of different STBC-CDMA with
scheme 1 (i.e., the original scheme [S]). It is shown in Fig.1
that our full-rate STBC-CDMA system outperforms the G;-
CDMA system at low SNR, but performs worse than G;-
CDMA system at high SNR whether with Gold code or with
W-H code due to partial diversity. Besides, the system
performance with orthogonal W-H code is slightly superior to
that with Gold code. The reason for this is that the Gold codes
are quasi-orthogonal, and can not cancel the MUI completely,
thus bring about less than 1 dB performance loss. Moreover,
from the Fig.1, we can see that multiuser STBC-CDMA
system with scheme 2 (i.e. our decoding scheme) has almost
the same performance as multiuser STBC-CDMA system with
scheme 1, but the implement complexity of scheme 2 is much
lower than scheme 1.

0
10 —— . .
—+— G2 -CDMA with scheme 2
—&— G3-CDMA with scheme 2
3 -6~ X-CDMA with scheme 2
10‘13 .
i
ﬂ'J‘ID-2 3
10°} ]
10'4 ' " " L 1 " 1 n L
0 2 4 6 8 10 12 14 16 18
SNR (dB)
Fig. 2 BER versus SNR for different STBC-CDMA systems with turbo

coding

In Fig.2, we compare the performance of different STBC-
CDMA systems concatenated with turbo coding, and low-
complexity scheme 2 is used for simple decoding. In Fig.2,
the G, code, G; code and the full-rate X code are employed.
For G,-CDMA system and the proposed STBC-CDMA
system, QPSK modulation is used, while for G;-CDMA
system, the 16QAM modulation is adopted. Thus the system
throughput with turbo coding is 2/3bit/s/Hz. As shown in
Fig.3, the proposed STBC-CDMA system has superior
performance over full-diversity G;-CDMA system and G-
CDMA system. On the condition of same throughput, the
proposed system gives about 2.5 dB gains over G;-CDMA
system and 1.5 dB over G,-CDMA system at a BER of 107,
respectively. This is because our full-rate code scheme can
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form effective spatial interleaving. Thus corresponding system
performance is significantly improved when concatenated
with channel coding. Besides, the more vulnerable 16QAM
scheme is used for low-rate G;-CDMA system to maintain the
same throughput, whereas the 16QAM constellation points are
more densely packed when compared with QPSK, thus they
are more prone to errors in fading channel. As a result, the
performance of G3-CDMA system will be affected greatly.

V. CONCLUSIONS

We have given a full-rate STBC-CDMA system model and
developed a simple and effective multiuser receiver scheme.
The scheme can effectively suppress MUI via multiuser
detection method, and simplify the high decoding complexity
of the existing scheme by utilizing the complex orthogonality
of STBC. Compared to the existing scheme with exponential
decoding complexity, our scheme has linear decoding
complexity and can achieve almost the same performance as
the existing scheme. Moreover, compared with full-diversity
and low-rate multiuser CDMA systems, our full-rate multiuser
CDMA system can realize full data rate transmission and low
complexity, and form efficient spatial interleaving. Simulation
results show that on the condition of same system throughput
and concatenation of channel code, the proposed full-rate
STBC-CDMA system has lower BER than the full-diversity
STBC-CDMA systems. So our system scheme has not only
superior performance but also low implement complexity.
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A cluster-interval-based Algorithm for Optimizing
Range Query in Wireless Sensor Network

Zhuang Li-jun
College of Information Science and technology
Nanjing University of Aeronautics and Astronautics
Nanjing, China
Zhuang9024@126.com

Abstract— In wireless sensor network, how to use limited node
energy cfficiently to process data querying becomes an important
research problem. We propose a cluster-based filter algorithm
SEFOA for range query in wireless sensor network because the
data, sampled in cluster nodes, are highly similar to one another
in cluster-based WSN. Its basic idea is to provide a filter for each
cluster, and three filters for each node which are in the same
cluster, This algorithm build cluster interval for each cluster, and
inter-cluster interval for each node in the cluster to filter out the
impossible clusters and nodes, which can reduce the number of
nodes participating in the range query, saving nodes energy.
Furthermore, the simulation experimental results indicate that,
in most cases, SFOA has energy efficicncy, which greatly reduce
the data transmissions.

Keywords: wireless sensor network;
optimizing query; cluster interval

SFOA; range query;

I INTRODUCTION

Wireless Sensor Network (WSN) is a brand-new network
iechinology, which develops greatly in recent years. People are
tnking more and more interests on it. It is composed of a large
number of low-cost sensor nodes deployed in monitoring areas.
Through the means of wireless communication, it forms a
multi-hop and self-organizing network system. which has great
future and value for human beings in the field like national
defense, environmental monitoring, home automation, medical
and etc.

Wireless sensors are often battery-powered, and the lifetime
of the network is tied to the rate at which it consumes energy.
Therefore, a key challenge in wireless sensor network is how to
make use of the limited power efficiently to prolong the node
life as long as possible. Moreover, in many actual applications
such as environmental monitoring, the data sensor node
gencrated (such as temperature, humidity, etc.) have high space
relevance. Therefore, at present, most wireless sensor networks
adopt such cluster-based network. This paper mainly research
range querying. Considering the high relevance between the
sensor nodes in a same cluster, we propose Sampling Filter
Optimizing  Algorithm(SFOA), which is based on cluster
intervals in cluster-based sensor network for optimizing range
query Experiments show that, SFOA has better energy
efficiency and lesser data transmission.

1. SENSOR DATA QUERY IN WSN
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Because of the specific characteristics of sensor network,
the data query operation often comes with the forms like
“which region is below 20/ ™, “How many regions exceed the
carbon monoxide standard”[1], “monitoring whether the
humidity of every range is between 0.50 to 0.657. As wireless
sensor network application is different from traditional
information system, it has to obtain from the physical world.
They are massive data flow. and having space relevance among
these data. In cluster-based sensor network, the same cluster
sampling data has high relevance. For such query form, if we
collect all data to calculate the results on the server, the energy
utilization will be inefficient. Especially under the
circumstances that there are larger number of the query nodes,
but the valid nodes are less. For this reason, some optimizing
algorithms come out, which are to conserve bandwidth, reduce
energy consumption and network communication.

Literature [2] presents the FILA algorithm which is a filter-
based algorithm, but sometimes it will cause entire network
secondary  disturbance.  Literature  [5] presents the
PREDICTOR algorithm, which, based on FILA algorithm, can
avoid disturbance problem by more detailed interval-dividing.
It divides sensor nodes into several intervals. But when there
are large number of sensor nodes, if the interval is too large, it
will cause every interval has more sensor nodes, which can not
embody the effect of query optimizing; if the interval is too
small, it will cause sensor nodes switching intervals frequently.
Hence, this paper proposes the SFOA algorithm by building
cluster intervals to optimize range query in cluster-based
wireless sensor network. SFOA algorithm has more
calculations on sensor node. But its energy consumption is
acceptable because: (1) the energy consumption used for sensor
nodes calculating is far less than that for communication. (2)
The data sensed by nodes in same cluster has high relevance.
The range query can save a lot of energy by filtering the
clusters which do not meet the requirements with clusier
interval, and the nodes with inner-cluster interval.

11l. SFOA ALGORITHM

In cluster-based sensor network, SFOA algorithm reduces
redundant communications by two aspects: First. we can
establish cluster intervals and inner-cluster intervals by data
sampling to prevent sending useless data as the high space
relevance of data in a same cluster; Second, we can postpone



the directed query to the end of query, so as to avoid visiting
most nodes which are irrelevant to the query.

Assume that there is a wireless sensor network S with n
sensor nodes. i.e. S={sl, s2, ..., sn}, |[S| represents the
number of nodes, i.e. [S|=n. Arbitrary node si sampling data
recorded as V. Sensor node may generate multidimensional

data, such as temperature, humidity, light brightness, and so on.
For the simplicity of discussion, we assume that the sensor
acquisition data are single-dimensional. Range query RQ(a.b)
is to find a result set R. Assuming that there are k nodes
meeting the requirements, then

t.R < S, |R|=k Vv, >a and

Vv, <h(i=12....Kk).

R-{s,5,,-.5, . where

There are four phases in SFOA: initialization phase, filter
generation phase, filter update phase, and result generation
phase.

(1) Initialization phase

As mentioned above, in cluster-based sensor network, as
soon as wireless sensor network is built, there will be self-
organized cluster. selecting on node as cluster head. Then,
sensor nodes will start to sampling from the network.

First, sink node send sampling message to every cluster
head. Cluster head will organize all its nodes to sample data
after it has received the message.

Let d denote the number of sampling times, and /¢ denote
the interval for sampling. After the time of (4 —1)x/, ., we can

get the sampling space T

dxn?

D P

Vs, Vs, s

"

v, ,, is the sampling value of s, node at the ith-time. The

parameters d and / are strongly related to the practical

application and energy left on the node. Their values should be
adjustable at the run time. These sampling data are stored at
local sensor node.

(2) Filter generation phase
After the time of (d —1)X¢ ., we get the sampling space. In

order to reduce chanciness. guarantee that space can reflect the
current situation precisely, we calculate every node’s empirical

o
(Z Vi.s, )
_ k=21

value v v

i 2V . and then store v at local node.

min, denotes the minimum data value of sampling data in the

ith-cluster, max, denotes the maximum data value of sampling
data in the ith-cluster. Then the cluster interval of this cluster
will be: filter, = (min , max, | .

Consider the nodes in the cluster sometime maybe very
large, we divide the cluster intervals into three inner-cluster
intervals based on the frequency of sampling data appearing,
that is to say, finding out an interval in which the data fall into
the most probably from the middle of the cluster interval. For
example, we find out an interval (a, b] in which 60 percent of
sampling data fall into. Probability parameters p denotes the
ratio between the number of sampling data falling into interval
(a, b] and the number of all sampling data. Assume there are w
nodes in cluster j:

|Vi.j,a<v,, <b|

(dxw)

| Vi, j.a<v,  <b| denotes the number of sampling data

>p

that falling into (a, b], where i =1,2,---,d, j=1,2,---,k .

According the formula above, we can get the interval (a.b]
in the middle of the cluster interval, educing three inner-cluster
intervals as follows:

Silter, | =(min ,al, filter,, = (a.b], filter, y = (b,max, |

There are several ways to determine a filter for a node, and
theoretically of, each node can be assigned with a unique inner-
cluster filter. The nodes information of every interval will be
stored at their cluster head, and that is to say, store the
information that which nodes every inner-cluster contains in
the cluster head.

According to the method above, we can find out all cluster
intervals and inner-cluster intervals in the whole sensor
network. Assuming that the sensor network has m clusters. it
will generate 3% M inner-cluster filters. Its topology is shown
in Figurel:
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Figurel cluster interval and inner-cluster interval in sensor network



