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Language and Cognition:

Festschrift in Honor of James H-Y. Tai on His 70th Birthday.
Jung-hsing Chang (ed.)

2011, Taipei: The Crane Publishing.

A Prototype-Based Approach to IDEA Metaphors
in Mandarin Chinese

Shu-Ping Gong

National Chiayi University

This study aims to examine which of the three metaphor theory models—the
Attributive Categorization Model, the Structure Mapping Model, and the Conceptual
Mapping Model—can predict the distribution of conceptual metaphors found in the
corpus data. In this study, we selected the IDEA metaphors in Mandarin Chinese to
explore this issue. It has been hypothesized that the Conceptual Mapping Model
(Ahrens 2002, 2010) can appropriately predict the corpus data for the IDEA
metaphors. We examined IDEA metaphors in Mandarin Chinese and categorized
them into two classes: metaphors involving prototypical mappings and those
involving non-prototypical mappings. In addition, we used Chinese Word Sketch and
Academia Sinica Bilingual Ontological WordNet to determine the IDEA metaphors
in Mandarin Chinese. We expected that metaphors involving prototypical mappings
would occur more frequently than those involving non-prototypical mappings. The
results demonstrated that the frequency of metaphors involving prototypical
mappings was higher than those involving non-prototypical mappings. Furthermore,
the corpus data showed that a target domain selected different source domains for
distinct reasons. For example, the target domain of IDEA selected the source domain
of BUILDING relating to the notion of structure, while it selected COMMODITY
relating to the notion of promotion. This study supports the Conceptual Mapping
Model and has theoretical implications in research methods and mapping analyses for
studying conceptual metaphors.

Key Words: Underlying reasons, Conceptual Mapping Model, collocational frequency,
prototypical mappings, Mandarin Chinese

1. INTRODUCTION

The question of how metaphors are processed and interpreted has been examined
intensively in recent decades (Gibbs 1994; Grady 1997; Lakoft 1993; Lakoff &
Johnson 1980; Ritchie 2006). In particular, there are three metaphor models that have
been proposed: the Attributive Categorization Model (Glucksberg et al. 1997; Keysar
et al. 2000; McGlone 1996, 2007), the Structure Mapping Model (Bowdle & Gentner
2005; Gentner & Wolff 1997), and the Conceptual Mapping Model, (Ahrens 2002,
2010; Gong et al. 2008; Gong 2009).

The Attributive Categorization Model (Glucksberg et al. 1997; Keysar et al. 2000;
McGlone 1996, 2007) has proposed that metaphor processing involves dual references
in which there is no direct link between source and target domains. Instead, when
participants process metaphors, for example, the metaphor “Our marriage is a
rollercoaster ride”, a metaphorical category of “exciting and scary situation” will be
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created from the source domain of “a rollercoaster ride”, and this superordinate
category will be projected to the target domain of “our marriage”. Only the most
salient and typical properties from the source domains will be accessed as a
superordinate category. In addition, the Attributive Categorization Model suggests that
since the superordinate category is created only during the course of processing, there
should be no pre-existing mappings between source and target domains.

Glucksberg et al.’s (1997) experiments support the Attributive Categorization
Model. They examined two types of “X IS Y” metaphors in English: one type was
metaphors using ambiguous source domains (e.g., “Some offices are icebergs”) and
the other was metaphors using unambiguous source domains (e.g., “Some jobs are
prisons™). They predicted that metaphors using unambiguous source domains would
be processed faster than those using ambiguous source domains, since the former
involves typical properties in unambiguous source domains, and participants could
easily generate a superordinate category during metaphor processing, while the latter
involves less salient properties in ambiguous source domains, and participants needed
time and effort to create a possible superordinate category for understanding
metaphors. The results of their experiments demonstrated that metaphors using
ambiguous source domains took longer to read than the unambiguous source domains,
which suggests that metaphors are understood via the category-based mechanism.

On the other hand, the Structure Mapping Model (Bowdle & Gentner 2005;
Gentner & Wolff 1997) has proposed that interpreting metaphors involves two
stages—alignment and projection. The alignment process requires that the elements
between two domains be aligned one-to-one before these one-to-one correspondences
can be connected. Thereafter, emergent features from the source domains will be
projected to the target as candidate inference. For example, when participants process
the phrase “Men are wolves,” the first step is to align elements of the source domain
“wolves” to “men”, such as “wolves” aligned to “men”, and “animals” aligned to
“women”, and “prey on” in the source domain aligned to “prey on” in the target
domain. After each element in the source domain of “wolves” is aligned to the
concept in the target domain of “men”, a parallel connectivity is established between
domains. Finally, a unique meaning from the source domain is projected to “men”,
which is used to interpret the meaning that “Men are like wolves by instinct to prey on
women.”

Gentner & Wolff’s (1997) reading time studies support the Structure Mapping
Model. They instructed participants to read metaphors either primed by target
domains (e.g., “A job is a ) or by source domains (e.g., “A is a jail”),
and their reading times were measured. They expected that metaphors would be

understood by aligning every mapping from source domains to target domains and



Prototype-Based Approach to IDEA Metaphors

predicted that there would be no difference in reading time between the two types of
metaphors. Their results showed that metaphors primed by source domains were read
as fast as those primed by target domains, which is consistent with the predictions of
the Structure Mapping Model.

The Conceptual Mapping Model (Ahrens 2002, 2010) has proposed that there is
an underlying reason (i.e., a prototypical mapping) occurring in source-target domain
pairing. This prototypical mapping is called a Mapping Principle (MP). The mapping
principle could be generated based on the salient meanings from a cluster of
metaphorical expressions that share a similar conceptual mapping via linguistic
analysis. For example, the lexical items of the source domain of BUILDING,
including #2#% jiagou “frame”, $:#x songsan “loose”, and AR genji “base”, are
frequently used to characterize the target domain of IDEA. Indeed, the BUILDING
lexical items used for the IDEA domain can be analyzed as relating to a structure of a
building, and thus the underlying reason, or MP, of AN IDEA IS A BUILDING
postulated is: an idea is understood as a building because a building involves a
(physical) structure and ideas involve (abstract) organization.

In addition, this Conceptual Mapping Model proposes that one target domain
does not select two different source domains for the same underlying reasons. For
instance, Ahrens (2002, 2010) found that when the target domain of IDEA is
discussed metaphorically in terms of the two source domains of INFANT and
COMMODITY, the similar notions of “creation” and “production” are formed. The
source domain of COMMODITY, however, relates to the notion of “marketing”,
while the source domain of INFANT relates to the notion of “the birthing process”.
Therefore, this Conceptual Mapping Model provides a more sophisticated mapping
principle to restrict different source domains that are mapped to the same target
domain for distinct mapping principles. This is called a Mapping Principle Constraint
(Ahrens 2002, 2010).

Ahrens’ (2002, 2010) reading time experiments and Gong’s (2009) production
experiments support the Conceptual Mapping Model. Ahrens (2002, 2010) examined
different types of conceptual metaphors in Mandarin Chinese: conventional metaphors,
novel metaphors following mapping principles, and novel metaphors not following
mapping principles. Participants were instructed to read each type of metaphor
sentence and reading times were measured. Ahrens expected that mapping principles
would be used in the processing of metaphors and predicted that conventional
metaphors would be read faster than the two types of novel metaphors. In addition,
novel metaphors following mapping principles would be read faster than those not
following mapping principles. The results confirmed Ahrens’ hypothesis, which
supports the Conceptual Mapping Model.
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Furthermore, in Gong’s (2009) production task, participants were instructed to
read “X IS Y metaphors in Mandarin Chinese and paraphrase their meanings. The
first paraphrase for each metaphor was analyzed. Gong expected that the paraphrases
relating to their corresponding mapping principles would occur more frequently than
the paraphrases not relating to the mapping principles. The production results showed
that the tokens of MP-related paraphrases were significantly higher than the tokens of
MP-unrelated paraphrases. Both Ahrens’ (2002, 2010) and Gong’s (2009) behavior
studies demonstrated that participants used mapping principles to process conceptual
metaphors.

Previous psycholinguistic studies have shown evidence supporting the three
metaphor approaches or models (Bortfeld & McGlone 2001; Gibbs 1994; Gong &
Ahrens 2007). In addition, past research used the quantitative or corpus approach to
identify metaphors (Deignan 1999; Deignan & Potter 2004; Hsieh 2009; Huang et al.
2006; Semino 2005; Steen 1997; Stefanowitsch 2005), examining metaphoric
coherence in discourse (Gong 2011), determining target or source domains (Chung
2009), and determining mapping principles for conceptual metaphors in Mandarin
Chinese (Ahrens et al. 2003, 2004; Gong et al. 2008). However, little research uses a
quantitative approach to analyze metaphor frequency in corpora from the prototype
perspective in order to evaluate the three metaphor models. Indeed, all three models
discuss how mappings are connected from the source domains to the target domains,
but the three models posit different predictions on which mappings will be selected by
the target domains. To be more specific, the Attributive Categorization Model
suggests that only prototypical concepts from source domains are mapped to target
domains. The Structure Mapping Model suggests that all concepts from source
domains (including prototypical or peripheral ones) are mapped to target domains.
Finally, the Conceptual Mapping Model suggests that both prototypical and peripheral
concepts are mapped to target domains. However, there will be an asymmetric
frequency between prototypical mappings and peripheral mappings. So far, no studies
have tested the three metaphor models via using the quantitative data of metaphors
found in corpora. Therefore, it is necessary to conduct a study to determine which
metaphor model is more appropriate in predicting the distribution of metaphors
involving prototypical mappings and non-prototypical mappings.

In this study, we selected the IDEA metaphors in Mandarin Chinese to evaluate
the three metaphor models. Two corpora, Chinese Word Sketch and Academia Sinica
Bilingual Ontology WordNet, were used to determine the metaphorical expressions
using the target domain of IDEA. In order to evaluate the three metaphor models, the
extracted metaphors were categorized into two classes of mappings from the
prototype perspective: prototypical mappings and non-prototypical mappings.
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The Attributive Categorization Model predicts that only prototypical mappings
will be found in corpora, and that non-prototypical mappings will not occur since only
the salient properties of the superordinate category will be used in the processing of
metaphors. Thus, the Attributive Categorization Model predicts that 100 percent of the
data found in corpora will be prototypical mappings.

On the other hand, the Structure Mapping Model predicts that the prototypical
mappings and non-prototypical mappings should be balanced in frequency, since both
relevant and irrelevant mappings will be aligned and projected from source domains
to target domains during metaphor processing. Thus, the Structure Mapping Model
predicts that there should be no difference in frequency between the metaphors
involving prototypical mappings and those involving non-prototypical mappings.

Finally, the Conceptual Mapping Model predicts that the metaphors involving
prototypical mappings will occur more frequently in corpora than those involving
non-prototypical mappings. According to this model, people produce or comprehend
metaphors via processing mapping principles but the mapping principles are not
automatically accessed. Therefore, metaphors that are not related to mapping
principles are also produced in daily conversation, but they do not occur very often
because they are not prototypes. Thus, the Conceptual Mapping Model expects that
the frequency of metaphors involving prototypical mappings will be Aigher than those
involving non-prototypical mappings.

2. CORPORA

In this section, we will introduce the corpora we used for this research: Chinese
Word Sketch and Academia Sinica Bilingual Ontological WordNet.

2.1 Chinese Word Sketch

The first corpus we used in this study was Chinese Word Sketch
(http://corpora.fi.muni.cz/chinese_all/), a corpus processing system that was

developed in 2005 (Huang et al. 2005). It was constructed by loading the Gigaword
Corpus into the Sketch Engine (Kilgarriff et al. 2005). The Gigaword Corpus contains
about 1.12 billion Chinese characters, including 735 million characters from Taiwan’s
Central News Agency and 380 million characters from China’s Xinhua News Agency.
Components of the Sketch Engine are found in Chinese Word Sketch, including
Concordances, Word Sketch, Thesaurus, and Sketch Difference.

Chinese Word Sketch can provide collocational information based on a

large-scale corpus. It offers researchers information about a keyword’s functional
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distribution and the collocations in the corpus. The functional distribution includes
subject, object, prepositional object, and modifier. The collocations provide
information on how frequently a keyword occurs with a particular word.

Chinese Word Sketch also produces a thesaurus list for adjectives, nouns, or
verbs (Kilgarriff et al. 2005). The synonym items are automatically extracted based on
common patterns of syntactic structures. This function is able to demonstrate a cluster
of lexical words that have similar meanings but are different in linguistic forms. For

example, Table 1 shows twelve synonyms produced by the Thesaurus for the lexical
item FH;% xidngfa “idea”.

Table 1: Synonymous Words for f£;% xiangfa “idea”

Target words Candidate synonyms
A8k xiangfa “idea™  HiE kanfa “opinions™ -5 guannian “concept”
{RE ouandian “opinions” = 5L yijian “opinion”
& Yy
fiiAE gouxiang “idea” SEFE taidu “attitude”
S linian “idea” 1755 lichang “a position™
oK su qini “request” HIGE xingtai “form”

S jiaodu “a point of view™ Ef 5t beéijing “background”

2.2 Academia Sinica Bilingual Ontological WordNet

The second corpus we used was Academia Sinica Bilingual Ontological WordNet,
a Chinese-English bilingual translation equivalent database
(http://ckip.iis.sinica.edu.tw/CKIP/ontology/) that has been in development by
Academia Sinica since 2002. This corpus integrates WordNet with the Suggested
Upper Merged Ontology (SUMO) and allows users to search and map English or
Chinese lexical meanings as defined in WordNet with a concept node on the SUMO
ontology. WordNet (http://wordnet.princeton.edu/) is an online lexical database of

English. Different grammatical categories of the same lemma are grouped into sets of
synsets. Thus, a keyword in this corpus is interlinked in terms of conceptual-semantic
and lexical relations.

In addition, SUMO (http://ontology.teknowledge.com/) is a shared upper
ontology developed by the IEEE Standard Upper Ontology Working Group. Similar to
a dictionary or a glossary, it includes higher-level concepts and an associated structure
that enables computers to process its content. It consists of a set of general concepts,

relations, and axioms and formalizes the description of the structures of the
knowledge domains. The upper ontology allows users to identify a concept either in



