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Preface

The structure and philosophy of the previous editions of Feedback Control Systems remains
unchanged in the fifth edition. However, the focus has been sharpened as a result of the experi-
ence using the first four editions and the reactions of colleagues who have taught from the book.
Some explanations have been enhanced. Where appropriate, a number of examples have been
improved. The majority of the end-of-chapter problems have been either altered or replaced.

The simulation program SIMULINK®, a block-diagram program to be used with MAT-
LAB®, is introduced to illustrate the simulation of both continuous (analog) and discrete sys-
tems, and of nonlinear continuous systems. New capabilities of MATLAB have been added and
many examples contain short MATLAB programs. In this fifth edition, the MATLAB pro-
grams given in the examples may be downloaded from the Companion Website http:/
www.pearsonhighered.com/phillips

This book is intended to be used primarily as a text for junior- and senior-level students in
engineering curricula and for self-study by practicing engineers with little or no experience in
control systems. For maximum benefits, the reader should have had some experience in linear
system analysis.

The material of this book is organized into three principal areas: analog control systems, dig-
ital control systems, and nonlinear analog control systems. Chapter 1 presents a brief introduction
and an outline of the text. In addition, some control systems are described to introduce the reader
to typical applications. Next, a short history of feedback control systems is given. The mathematical
models of some common components that appear in control systems are developed in Chapter 2.

Chapters 3 through 10 cover the analysis and design of linear analog systems; that is,
control systems that contain no sampling. Cshapter 2 develops the transfer-function model of
linear analog systems, and Chapter 3 develops the state-variable model.

Chapter 4 covers typical responses of linear analog systems, including the concept of
frequency response. Since many of the characteristics of closed-loop systems cannot be
adequately explained without reference to frequency response, this concept is developed early
in the book. The authors believe that the frequency-response concept ranks in importance with
the time-response concept.

Important control-system characteristics are developed in Chapter 5. Some of the
applications of closed-loop systems are evident from these characteristics. The concept of system
stability is developed in Chapter 6 along with the Routh-Hurwitz stability criterion. Chapter 7
presents analysis and design by root-locus procedures, which are basically time-response proce-
dures. The equally important frequency-response analysis and design procedures are presented
in Chapters 8 and 9. Chapter 10 is devoted to modern control-system design. Pole-placement
design is developed, and the design of state estimators is introduced.

Chapters 3 through 10 applies directly to analog control systems and Chapters 11 through
14 applies to digital control systems. Essentially all the analog analysis and design techniques of
Chapters 3 through 9 are developed again for digital control systems. These topics include typical
responses, characteristics, stability, root-locus analysis and design, and frequency-response
analysis and design.

Nonlinear system analysis is presented in Chapter 15. These methods include the describing-
function analysis, linearization, and the state-plane analysis.

Vi



Preface IX

Usually, nonlinear controls are not covered in introductory books in control. However,
many of the important characteristics of physical systems cannot be explained on the basis of
linear systems. For example, stability as a function of signal amplitude is one of the most com-
mon phenomena observed in closed-loop physical systems, and the describing function is
included in Chapter 15 to offer an analysis procedure that explains this phenomenon.
Lyapunov’s first stability theorem is also presented to illustrate some of the pitfalls of linear
system-stability analysis.

Many examples are given, with an effort to limit each example to illustrating only one
concept. It is realized that in using this approach, many obvious and interesting characteristics of
the systems of the examples are not mentioned; however, since this is a book for beginning
students in feedback control, making the examples more complex would tend to add confusion.

In general, each chapter is organized such that the more advanced material is placed
toward the end of the chapter. This placement is to allow the omission of this material by those
instructors who wish to present a less intense course.

This book may be covered in its entirety as a three-hour one-semester course in analog
control (Chapters 1 through 9), and a three-hour one-semester course in digital control and
nonlinear control with an introduction to modern control (Chapters 10 through 15). The
material may also be covered in two-quarter course sequence, with approximately five hours
for each course. With the omission of appropriate material, the remaining material may be
covered in courses with fewer credits. If a course in digital control is taught without the cov-
erage of the first nine chapters, some of the material of the first nine chapters must be intro-
duced; Chapters 11 through 13 rely on some of this material. An asterisk sign is used to mark
the problems with answers given in Appendix D. A manual containing the solutions to all
problems at the end of the chapters is available for teachers who have adopted the text for
use in the classroom.

NEW TO THIS EDITION

The following improvements have been made to the fifth edition:

e More than 70 percent of the end-of-chapter problems are new or revised.

e Additional examples.

e Additional explanation of some concepts and procedures.

* More extensive use of MATLAB in examples and problem sets.

e Companion Website contains M-files.

¢ A new Appendix that introduces control-system applications of MATLAB.
e A new Appendix with answers for selected end-of-chapter problems.

¢ The end-of-chapter problems are grouped into sets so that each set corresponds to a
section of the chapter. In each set, at least one problem has its answer provided in
Appendix E. Other problems in the set are based on the same concepts as the one with its
answer given. This can provide immediate feedback to students in cases where the prob-
lems do not provide a second method of verification.

A new chapter 14 on discrete-time pole assignment and state estimation has been added.
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This book is concerned with the analysis and design of closed-loop control systems. In the
analysis of closed-loop systems, we are given the system, and we wish to determine its char-
acteristics or behavior. In the design of closed-loop systems, we specify the desired system
characteristics or behavior, and we must configure or synthesize the closed-loop system so
that it exhibits these desired qualities.

We define a closed-loop system as one in which certain of the system forcing signals (we
call these inputs) are determined, at least in part, by certain of the responses of the system
(we call these outputs). Hence, the system inputs are a function of the system outputs, and the
system outputs are a function of the system inputs. A diagram representing the functional
relationships in a closed-loop system is given in Figure 1.1.

An example of a closed-loop system is the temperature-control system in the home. For
this system we wish to maintain, automatically, the temperature of the living space in the home
at a desired value. To control any physical variable, which we usually call a signal, we must
know the value of this variable; that is, we must measure this variable. We call the system for the
measurement of a variable a sensor, as indicated in Figure 1.2. In a home temperature-control
system, the sensor is a thermostat, which indicates a low temperature by closing an electrical
switch and an acceptable temperature by opening the same switch. We define the plant of a con-
trol system as that part of the system to be controlled. It is assumed in this example that the
temperature is increased by activating a gas furnace. Hence the plant input is the electrical sig-
nal that activates the furnace, and the plant output signal is the actual temperature of the living
area. The plant is represented as shown in Figure 1.2. In the home-heating system, the output of

System System
inputs outputs
FIGURE 1.1

Closed-loop system.
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Measurement
Variable of variable
Sensor p——m--—-—"--">

Input Variable
—_— Plant p—————————i-

FIGURE 1.2
Control-system components.

each of the systems is connected to the input of the other to form the closed loop. However, in
most closed-loop control systems, it is necessary to connect a third system into the loop to

obtain satisfactory characteristics for the total system. This additional system is called a
compensator, a controller, or simply a filter.

The usual form of a single-loop closed-loop control system is given in Figure 1.3. The sys-
tem input is a reference signal; usually we want the system output to be equal to this input. In
the home temperature-control system, this input is the setting of the thermostat. If we want to
change the temperature, we change the system input. The system output is measured by the
sensor, and this measured value is compared with (subtracted from) the input. This difference
signal is called the error signal, or simply the error. If the output is equal to the input, this error
signal is zero, and the plant output remains at its current value. If the error is not zero, in a prop-
erly designed system the error signal causes a response in the plant such that the magnitude of
the error is reduced. The compensator is a filter for the error signal, since usually satisfactory
operation does not occur if the error signal is applied directly to the plant.

Control systems are sometimes divided into two classes. If the object of the control system
is to maintain a physical variable at some constant value in the presence of disturbances, we call
this system a regulator. One example of a regulator control system is the speed-control system on
the ac power generators of power utility companies. The purpose of this control system is to main-
tain the speed of the generators at the constant value that results in the generated voltage having
a frequency of 60 Hz in the presence of varying electrical power loads. Another example of a reg-
ulator control system is the biological system that maintains the temperature of the human body
at approximately 98.6°F (37°C) in an environment that usually has a different temperature.

The second class of control systems is the servomechanism. Although this term was
originally applied to a system that controlled a mechanical position or motion, it is now often used
to describe a control system in which a physical variable is required to follow, or track, some
desired time function. An example of this type of system is an automatic aircraft landing system,
in which the aircraft follows a ramp to the desired touchdown point. A second example is the
control systems of a robot, in which the robot hand is made to follow some desired path in space.

System Manipulated System
input Error variable output
Compensator | Plant -

Sensor |-

FIGURE 1.3
Closed-loop control system.
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The preceding is a very simplified discussion of a closed-loop control system. The remain-
der of this book improves upon this description. In order to perform either mathematical analy-
sis or design, it is necessary that we have a mathematical relationship between the input and the
output for each of the blocks in the control system of Figure 1.3. The purpose of Chapter 2 is to
develop these functional relationships for some common physical systems. Chapter 3 presents a
different method of expressing these functional relationships.

We examine typical responses that occur in control systems in Chapter 4 and look at
control-system specifications in Chapter 5. Chapter 6 presents concepts and some analysis tech-
niques for system stability. The root locus, one of the principal methods of analysis and design,
is developed in Chapter 7. Chapters 8 and 9 present a second principal analysis and design
method, the frequency response. Chapter 10 presents an introduction to a different method of
design of control systems, which is classified as a modern control procedure.

In Chapters 2 through 9, it is assumed that no system signals appear in sampled form
and in particular that no digital computers are used in the control of the system. The systems
considered in these chapters are called analog systems, continuous-data systems, or
continuous-time systems. Chapters 11 through 13 consider systems in which sampling does
occur, and these systems are called sampled-data systems. If a digital computer is used in the
control of these systems, the systems are then called digital control systems. The terms
discrete-time systems or simply discrete systems are also used to refer to sampled-data
systems and digital control systems.

In Chapters 2 through 13, all systems are assumed to be linear (linearity is defined in
Chapter 2). However, physical systems are not linear, and in general, nonlinear systems are dif-
ficult to analyze or design. Throughout this book, we discuss the problems of the inaccurate
representations in the functional relationships that we use to model physical systems. However,
for some physical systems, the linear model is not sufficiently accurate, and nonlinearities must
be added to the system model to improve the accuracy of these functional relationships. We
consider some common nonlinearities and some properties and analysis methods for nonlinear
systems in Chapter 15.

In the analysis of linear systems, we use the Laplace transform for analog systems and the
z-transform for discrete systems. Appendix B presents the concepts and procedures of the
Laplace transform, and the z-transform is covered in Chapter 11. Next, the control problem is
presented, and then some control systems are discussed.

1.1 THE CONTROL PROBLEM

We may state the control problem as follows. A physical system or process is to be accurately
controlled through closed-loop, or feedback, operation. An output variable, called the response,
is adjusted as required by the error signal. This error signal is the difference between the system

response, as measured by a sensor, and the reference signal, which represents the desired sys-
lem response.

~ Generally, a controller, or compensator, is required to filter the error signal in order that cer-
tain control criteria, or specifications, be satisfied. These criteria may involve, but not be limited to:

1. Disturbance rejection
2. Steady-state errors
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3. Transient response characteristics
4. Sensitivity to parameter changes in the plant

Solving in control problem generally involves

1. Choosing sensors to measure the plant output

2. Choosing actuators to drive the plant

3. Developing the plant, actuator, and sensor equations (models)

4. Designing the controller based on the models developed and the control criteria

5. Evaluating the design analytically, by simulation, and finally, by testing the physical system
6. If the physical tests are unsatisfactory, iterating these steps

Because of inaccuracies in the models, the first tests on the physical control system are usually
not satisfactory. The controls engineer must then iterate this design procedure, using all tools
available, to improve the system. Generally, intuition, developed while experimenting with the
physical system, plays an important part in the design process.

The relationship of mathematical analysis and design to physical-system design proce-
dures is depicted in Figure 1.4 [1]. In this book, all phases shown in the figure are discussed, but

> i 7}'_.)9-: li‘?]&’,l—‘.go, b

NASA space shuttle launch. (Courtesy of NASA.)



