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A reserve capacity model of optimal signal
control with user-equilibrium route choice
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Abstract: In this paper, we combine the concept of reserve capacity with the
continuous equilibrium network design problem. An integrated method is used to
maximize the reserve capacity of a road network. On the one hand we try to find
the maximum possible increase in traffic demand by setting traffic signals at
individual intersections. On the other hand, we increase the road capacity in order
to increase the whole capacity of a road network. A bilevel programming model
and heuristic solution algorithm based on sensitivity analysis are proposed to
model the reserve capacity problem of optimal signal control with user-equilibrium
route choice. The applications of the model and its algorithm are illustrated with
two numerical examples.

Keywords: reserve capacity; continuous equilibrium network design; bilevel

programming model; sensitivity analysis; user equilibrium; signal-control

1 Introduction

Conventionally, the concept of reserve capacity has been applied to individual signal-
controlled intersections, and is measured by the greatest common multiplier of existing
flows that can be accommodated subject to the approach of capacity constraints, cycle
time, minimum green constraints and others.

Up to now, many works have been done on reserve capacity., Webster and Cobbe
(1966) calculated the reserve capacity of a simple signal-controlled intersection. Allsop
(1972) generalized the definition of reserve capacity of a whole intersection. Yagar (1974,

1985) extended the linear programming method which was formulated by Allsop (1972) for

@ School of Traffic and Transportation, Northern Jiaotong University, Beijing 100044, People’s Republic of China.
@ Economic and Planning Research Institute of the Ministry of Railways, Beijing 100038, People’s Republic of
China.
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the calculation of reserve capacity to the varying saturation flows from one stage to the
next. Heydecker and Dudgeon (1987) also used a similar method to give the group-based
signal timing calculation.

In 1996, Wong applied the concept of reserve capacity to priority junctions and
roundabouts, Recently, Wong and Yang (1997) extended the concept of reserve capacity to
a general signal-controlled road network, Analogous to individual intersections, Wong and
Yang (1997) measured the reserve capacity for a signal-controlled network by how large a
common multiplier can be applied to current O — D matrix subject to the flow on each link
not exceeding a prescribed degree of saturation, cycle time, minimum green constraints and
others.

In this paper, we combine the concept of reserve capacity with the continuous
equilibrium network design problem. An integrated method is used to maximize the reserve
capacity of a road network., On the one hand, we try to find the maximum possible increase
in traffic demand by setting traffic signals at individual intersections. On the other hand,
we increase the road capacity in order to increase the whole capacity of a road network. A
bilevel programming model and heuristic solution algorithm based on sensitivity analysis
are proposed to model the reserve capacity problem of optimal signal control with user-
equilibrium route choice. The upper-level problem we addressed is to try to find the
maximum possible increase in traffic demand by both setting traffic signals and increasing
the road capacity, the lower-level problem which is a standard user-equilibrium problem
accounts for the user’s route choice behavior.

This paper has been organized as follows: In the next section, some basic notations
are defined. The definition of reserve capacity of a signal-controlled road network are
defined in Section 3. The reserve capacity model of optimal signal control with user-
equilibrium route choice and its solution algorithm are presented in Sections 4 and 5. In

Section 6, two numerical examples are given. Finally, conclusions are drawn in Section 7.

2 Basic notation

The notations used in this paper are given as follows;
the set of all origin nodes

the set of all destination nodes

—

an origin node, 1 € I

~

a destination node, j € J
the set of links in the network

the set of intersections in the network

the set of signal-controlled intersections in the network, R C N

a signal-controlled intersection, »r € R

~
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A, the set of links entering the signal-controlled intersection r € R

A the set of all signal-controlled links in the network, A = {A,, r € R}

q the current O — D matrix

A a vector of all signal timing variable (upper-level decision variables)

u a vector of the O — D matrix multiplier (upper-level decision variables) . suppose
that the current O — D matrix is q, the multiplied O — D matrix is uq

K the set of paths from origin node 7 to destination node j

5 the O - D flow from origin node i to destination node j

h! flow on path £ from origin node i to destination node j

¥, capacity increase on linka € A

y a vector of capacity increase (upper-level decision variables)

f.(y, my &) flow on linka € A, it is a function of upper-level decision variablesy, g, 4

f a vector of all link flows (lower-level decision variables)

A takes a value of 1 if link @ is on path £ from origin node r to destination node s, and
0 otherwise;

e,Lf.C(ys» #s M)y y,, A,] travel cost function on linka € A

s,(y,» A) capacity of signal-controlled linka € A

G,(y,) investment function of linka € A

g coefficient converting construction cost to demand flow

3 Definition of reserve capacity of a signal-controlled road network

In this paper, we further extend the concept of reserve capacity which was defined by
Wong and Yang (1997) in two aspects. First, Wong and Yang (1997) reckoned that all
demand multipliers between each O — D pair are the same after setting traffic signals at
individual intersections (i. e. , the O — D demand multiplier is denoted by variable ). But
actually the situation between each O — D pair is quite different (e. g. population, income,
path numbers for user to select, intersection numbers in a path, etc. ). However, because
the high level of congestion only occurred in some links/intersections, we think that all
demand multipliers between each O — D pair are not the same after setting traffic signals at
individual intersections, i.e. , O - D demand multipliers should be denoted by a vector .
Thus the reserve capacity is denoted by (4—1)q. Second, the concept of reserve capacity in
a general signal-controlled road network is a general concept which is that the reserve
capacity is maximized by an integrated method that includes both setting traffic signals at
individual intersections and increasing road capacity.

Usually, network planners hope that the reserve capacity of road network can reach a
prescribed value in the process of transportation planning, but this maximum reserve

capacity cannot be reached simply by setting traffic signals. Thus, increasing link capacity
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must be considered simultaneously.

For fixed and given q, link flow f is a function of the demand multiplier vector g,
signal timing variables, vector 4, and link capacity increase vectory. In order to ensure that
queues and delays at network intersections under equilibrium conditions to be accepted by
network users, flows on any signal-controlled links must be constrained so as not to exceed

a prescribed maximum acceptable value, i. e. , capacity constraints are given as follows:
f‘)(y’ H, 1)€P“Sa(y,,, 1),aEZ @D

where p, is the maximum acceptable degree of saturation for link a € A. Furthermore, the
signal timing variables at signal-controlled intersections should satisfy some linear
constraints which include cycle time, clearance time, minimum and maximum green times.

Signal timing variable constraints are given as follows;
GA, >=b,,r €R, (2)

where 4 is a vector of timing variables at signal-controlled intersections, matrices G, and b,
depend on the specific timing for signal-controlled intersection. For a detailed description,
see Allsop (1989).

In the practice of traffic signal control, network planners often prescribe a minimum
O - D demand multiplier in order to ensure that all demand multipliers are not lower than

this minimum value, that is;.
f“q';/"o VIGI'J€J9 (3)

where g, 1s the minimum O - D demand multiplier prescribed by the network planner.

4 Formulation of the problem

In general, network design problems are concerned with two groups: network
planners and network users. On the one hand the behavior of network users follows the
user-equilibrium principle of Wardrop, on the other hand network planners try to maximize
reserve capacity minus expenditures for improvements. Alternatively, the reserve capacity

would be maximized subject to a budget constraint, The model has the following forms:

4.1 Model 1
(P)  (UD max z = >, pyq; —0 .G, (3,) (4)
et e T
s.t. 5 =0 Va€A, (5)
fulys e M) < pos, (v, M)y a € A, (6)
GA,>=b,,rER, . (7
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p, =0 Yie€el,jel, (8)

~

where f,(y, @, 4) solves;

/a(y. W, A)
(L1) i EJ & e Yo A el (9
ac A ¢
st Dok =g, Yi€el, je ], (10)
ke K

fo= 20 21 2hidh VYa€ A, (11)

i€l je] kekK
h; >0 Viel,je ], ke K (12)

In this model, the network planners at the upper-level are assumed to make decisions about
signal setting at the intersection and investments for the link in order to maximize the
reserve capacity minus expenditures for improvements. The users at the lower-level are

assumed to follow the user-equilibrium principle of Wardrop under the given facilities.

4.2 Model 2
(P2) (U2) max z = D, p,q; (13)
el jel
s.t. G, (y,)<B (14)
¥, =0 Ya€ A (15)
fuCys By M) < ps, (3,0 D)y a € A, (16)
GA, >b ., r€R, (an
= Yiel,je] (18)

where f,(y, g, A) solves:

(L2) which is the same as (L1)
where B is the total available budget for link improvements. In this model, the link
improvement choice of the upper-level decision maker is explicitly limited by the total

budget.

5 Solution algorithm based on sensitivity analysis

In order to solve the problem we must evaluate the changes in equilibrium link flows
caused by the changes in link capacity, the signal timing variable and O - D demand
multiplier under the condition that all constraint conditions are not being violated. It is
difficult to evaluate the changes in equilibrium link flows directly because of the implicit,

nonlinear function form of equilibrium link flows. A good idea is to use the linear function
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to approximate the nonlinear function of equilibrium link flows, which was used by Yang
and Yagar (1994). Therefore, we must calculate the derivative of the link flows, with
respect to capacity increases, the signal timing variable and O =D demand multiplier. The
sensitivity analysis theory for equilibrium network flows, which was originally proposed by
Tobin and Friesz (1988) and further extended and applied by Yang and Yagar (1994) and
Yang (1997) is used to calculate the derivative of the link flows, with respect to capacity
increases, the signal timing variable and O —D demand multiplier, The only thing we must
note is denoting the perturbed parameter by a vector, that ise = [y, p, 4]",

Lety". p° and A" denote an initial solution to link capacity, the O - D demand
multiplier and signal timing variable, respectively, and let f, (y", p*, 4" ) denote the
corresponding equilibrium link flows, which are solved from lower-level problem. After
calculating the derivative information, f,(y, @, 4) whose function form is unknown, the

equation can be written as follows:

Gy'ypm ,4")
fa(y'p’l)%jvu(y.’y l )+E[f y ” }(ya_.y;)

acA ya

3f (v . mt . Ar T
+ 3 [ RSN )J(Fu' )+E[ of.y” ‘“ )}(Aa—la‘)

€l jed a/“u aEc A a

(19)

When substituting (19) into the upper-level problem, the upper-level problem becomes an
ordinary nonlinear programming problem with the variable link capacity increase, signal
timing and O — D demand multiplier. This ordinary nonlinear programming problem can be
solved by the well-known simple method, thus one can get a new improved point (y, g, 4)
from which a new nonlinear programming problem is again generated and again solved by
the same method, and so on. Therefore, the method is in fact a sequence of linear
approximations to the original bilevel problem.

The structure of bilevel optimization leads to a problem, that is, complexities are not
generally encountered in familiar single-level mathematical programming problems, even a
simple bilevel linear programming problem is nonconvex. Ben-Ayed and Blair (1990)
showed that the bilevel linear programming problem is an NP-hard problem. and there are
no polynomial algorithms for it, Thus, even if there exists an exact algorithm for some
class of the bilevel programming problem, it is obvious that this kind of exact algorithm
could not be applied to the practice of large-scale road network designs. Therefore, we adopt
heuristics SAB algorithm to solve the problem. The solution procedure is the same as that adopted

in Wong and Yang's papers. For a detailed description, see Wong and Yang (1997).

6 Numerical analysis

Two examples are presented in order to test the solution algorithm and the main idea
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