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Abstract

Current sentence processing research has been dominated by
two conflicting models: the garden-path model (Frazier, 1987a) and
the constraint-based lexicalist model (MacDonald, Pearlmutter &
Seidenberg, 1994). The former holds that the sentence processor
draws on syntactic information only to construct a single analysis
even when a sentence allows for more than one analysis; by contrast,
the latter assumes that the sentence processor makes an immediate
use of both syntactic and non-syntactic information to activate all
possible analyses in parallel. A critical review of previous studies
reveals, however, that neither model can provide a satisfactory
account of the processes involved in immediate or “on-line”
sentence comprehension.

Rather, the present study points towards an interactive serial
processing model (ISP) in which both syntactic and non-syntactic
information can be used immediately during sentence processing, and
that these information sources interact with each other to guide the
processor to select a single analysis at a time. This model integrates
ideas from previous sentence processing models but differs from them
in important respects. On the one hand, it allows different sources of
information to interact with each other so that local indeterminacies
can be resolved immediately. On the other hand, by pursuing a single
analysis at a time, it constrains the processor from being involved in
constant (yet unjustified) competition during sentence processing.

To test the soundness of ISP, we conducted three experiments on
the Chinese ambiguous construction V NP1 de NP2, which can be
analyzed as an NP or a VP. Specifically, we investigated two research
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questions: (1) How is semantic plausibility information used in
processing sentences containing the Chinese ambiguous construction
V NP1 de NP2 (immediately or relatively delayed)? (2) How are the
two analyses (i.e, NP and VP) of this ambiguous construction
activated in on-line sentence processing (one analysis at a time, or
both analyses being activated at the same time)?

Employing the self-paced reading method, Experiment 1
showed that when a semantically biased ambiguous item was
disambiguated to the disfavored analysis (e.g., when semantically
VP-biased items were disambiguated as NP), processing difficulty
occurred immediately in the disambiguation region(s). This finding
suggests that semantic plausibility information has an immediate
effect on syntactic ambiguity resolution. Using the same method,
Experiment 2 found that a semantically equibiased item caused
immediate processing difficulty when it was disambiguated as VP
but caused no processing difficulty when it was disambiguated as
NP. This finding showed that NP is the preferred analysis for the
semantically equibiased items, but it failed to show whether the VP
analysis was activated or not. In fact, on-line reading methods
(such as self-paced reading) alone can hardly detect whether a
single analysis is activated or both analyses are activated at the
same time.

To determine whether the VP analysis could be activated during
the initial stage of sentence processing, we combined the structural
priming paradigm with the self-paced reading method in Experiment 3.
This experiment showed that semantically equibiased items are
typically represented as NP. Given that sentence comprehension
requires activation of stored representations, results from Experiment
3 suggest that only the NP analysis can be initially activated during
online sentence comprehension, thereby lending support to serial
processing.
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Taken together, the three experiments showed that semantic
plausibility information can be used immediately in processing
sentences containing the ambiguous construction V NP1 de NP2 and
that only a single analysis is activated at the initial stage of sentence
processing. These results are consistent with the predictions of the
interactive serial processing model.
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Introduction

1.1 Research Orientation

The general goal of this study is to reexamine two major
questions concerning human sentence processing. The first question is
whether all sources of information can be used immediately during
sentence processing, or some sources of information are delayed
relative to others. The second question concerns whether all possible
analyses of a syntactically ambiguous construction are activated at the
same time, or only one analysis is activated at a time. Both questions
have been heavily scrutinized over the past few decades, and have
given rise to various accounts of human sentence processing.

1.2 Research Background

Sentence processing (or sentence comprehension) is a fundamental
issue in psycholinguistics. Over the years, sentence processing has
captured psycholinguistic researchers’ constant attention because, on
the one hand, processing sentences constitutes an essential part of
human language use, and much about language use can be gained by
studying how sentences are processed. On the other hand, to correctly
understand a sentence, we need to draw on various sources of
knowledge, ranging from linguistic knowledge such as syntax and
semantics to nonlinguistic such as knowledge of the general world.
The use of these knowledge sources during sentence processing



