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Foreword

Advanced algebra is an important basic course for students majoring in Mathematics, with
matrix, vector, linear space and linear transformation as its main research objects. It plays a sig-
nificant role in cultivating students’ abilities in abstract thinking and logical reasoning, and lays a
solid foundation for math majors’ learning of some following courses. Since 2001, especially after
the issuing of the 4th document and 46th document by the Department of Higher Education,
Ministry of Education, in order to meet the nation’s needs for cultivating innovating talents, al-
most all the colleges in China, led and encouraged actively and steadily by the Ministry of Educa-
tion, have launched bilingual courses in relevant majors which are becoming increasingly rational
and mature. But generally speaking, bilingual teaching in China is still in its empirical and ex-
ploratory stage with many problems waiting to be studied and solved, such as the relationship be-
tween bilingual teaching and native language teaching as well as between bilingual teaching and
native culture, the relationship between bilingual teaching and foreign language teaching, the
goals and standards for bilingual teaching, the course selection for bilingual teaching, the con-
struction of teaching faculty and textbooks for ‘bilingual teaching, the selection of the teaching
modes and so on. In recent years, we have conducted research projects such as “The Bilingual
Teaching of Science Courses in Western Colleges of China and the Research and Practice of Culti-
vating Bilingual Teaching Faculty” and “The Research and Experiment of Bilingual Teaching of
Mathematical Curriculum in Colleges”. Besides, we have selected and used some original English
textbooks in the teaching practice of advanced algebra. Admittedly, these foreign textbooks do
have some advantages in comprehensive design, integration of various kinds of teaching resources
and in providing solutions for the overall teaching conduct. Furthermore, exposed to an authentic
English teaching environment, students can better grasp the era background of the mathematical
objects they are learning and the advanced teaching concepts, and appreciate the mathematical
thinking of foreign scholars to present and analyze problems as well as their strategies, methods
and application skills of solving problems. They can also check whether they have mastered the
new knowledge and can put what they have learned into practice through the English teaching en-
vironment. Nevertheless, it has to be noticed that there exists a huge gap between English text-
books and current Chinese textbooks in terms of teaching contents, teaching systems, teaching
modes and teaching habits. We are constantly faced with the issue of integrating the textbooks’
internationalization with Chinese traditional education culture. Specifically, revisions and rear-
rangements have to be made to English textbooks due to limited teaching periods to better con-
form to the math course syllabus in terms of teaching contents and methods. This textbook is the

result of conscientious research by our autonomous region-level teaching team in dealing with this
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situation and is one of the research fruits of the construction process of Algebra as a quality
course of the autonomous region level.

Bilingual teaching practice has shown that freshmen in local universities are poor in the re-
ception of professional English teaching. Therefore, it seems more appropriate for them to learn
advanced algebra in a bilingual environment from the second semester of their first academic year.
Following such a principle, the textbook only covers the abstract part. Four years’ teaching
practice has won the students’ praise that the chapter arrangement of the book is reasonable and
logical with typical examples in each chapter for analysis that cover the most general ideas and u-
sual methods in advanced algebra.

By drawing on the teaching team’s rich teaching experience, their research accomplishments
in teaching reform and excellent foreign textbooks, this book has the following characteristics.

First, each chapter has a diagram at the very beginning to generalize the knowledge structure
for readers to have an overall and clear idea of each chapter as soon as possible.

Second, combined with the teaching contents, some historical background and some mathe-
maticians’ lives are introduced, so that mathematical culture and history are absorbed to enhance
the interests of students in math learning, expand their knowledge horizon and cultivate their
mathematical literacy.

Third, numerous classic examples are selected to help with students’ understanding and
knowledge analogy, some of which are important conclusions themselves of this course. Through
learning by examples, students can not only understand the abstract concepts and contents as
well as the interrelationship between knowledge chains more easily, but also receive and digest
the knowledge better and grasp mathematical ideas and methods of this course more clearly.

Fourth, nearly 20 exercises are listed in each section considering the fact that advanced alge-
bra is one of the compulsory subjects for math majors in the Entrance Examination for Postgradu-
ates and is included in the Natignal Math Competition for College Students. The first 10 exercises
are designed for beginners to have a deeper understanding of the abstract concepts of advanced al-
gebra, thus covering the main contents of each chapter. And the last last 10 exercises are for
those who aspire to be a postgraduate or want to participate in the competition. About 750 exer-
cises are included in the book, some of which are taken from the Entrance Examination for Post-
graduates and the National Math Competition for College Students. At the end of each chapter,
there is a test to check teachers’ teaching and students’ learning as a periodical conclusion and re-
view.

Fifth, this book is originally intended for math majors learning advanced algebra. However,
since most of the contents are related to linear algebra, it can also be a reference for students ma-
joring in engineering or economic management in their study of linear algebra. To meet the needs
of undergraduates and pgstgraduates majoring in science who are good at self-study and wish to
deepen their understanding in algebra, elective contents are added and marked with “3”, upon
which other beginners do not have to rack their brains,

This book would not have been made possible without the support and encouragement from
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the leaders of Guangxi Normal College and its office of teaching affairs. It is funded by the Na-
tional Natural Science Foundation Project(10961007), Guangxi Natural Science Foundation Pro-
ject (2011GXNSFA018144,2010GXNSFB013048), Guangxi Education Department Research Pro-
ject (200911MS145) and Guangxi New Century Higher Education Teaching Reform Project
(2008C035, 2012JGA162). We have referred to some books and textbooks published in China
and abroad as listed in this book to express our deepest thanks and gratitude.

This book is the result of cooperative design and collaboration of our autonomous region-lev-
el teaching team. Specifically, Ren Beishang and Liu Liming are in charge of the first three chap-
ters and the seventh chapter; Su Huadong, Huang Qianxia and Yang Liying, the fourth and fifth
chapters; Huang Qianxia and Ren Beishang, the sixth chapter; and Ren Beishang and Li Birong
are responsible for the editing of the whole book with Liu Liming, Li Birong and Feng Jiajia as
reviewers.

We need to extend our heartfelt gratitude to postgraduates Liu Xiaotong, Wang Jinjin,
Wang Fu and undergraduates Chen Qiumei, Peng Yan, Li Hua, Wang Haifei, Ma Yiying and
Que Xiaoming for their conscientiousness in the computer input. Our special thanks also go to
undergraduates Dai Yarbng, Zhao Ruju and Liu Junwei who have not only participated in the
work of computer input but also written and checked drafts for some of the solutions for the exer-
cises. Last but not least, we want to express our gratitude to all the students from grade 2003 to
grade 2010 majoring in mathematics and applied mathematics in the School of Mathematical Sci-
ences of Guangxi Normal College. 1t’s our hope that bilingual teaching and the use of this text-
book have left a wonderful memory in their college study with their increased passion in learning
and in mathematics.

The process of writing this book is also a process of our learning. Owing to the limitation of
our teaching ability and especially our English, mistakes are inevitable. Comments and criticism

from experts and readers will be greatly appreciated.

Editor
February 2012
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1.1 Basic Concept (BERE=R)

1.1.1 Integers (%0

We already know nature number, integers, rational numbers, real numbers and complex num-
bers from middle school. Some basic properties of integers are discussed here.

An important property of the integers which we will often use is the so-called Well Ordering
Principle. Since this property cannot be proved from the usual properties of arithmetic, we will

take it as an axiom.

Well Ordering Principle Every nonempty set of positive integers contains a smallest mem-
ber.

We denote the set of integers by Z and a € Z means that a is an integer. The concept of divis-

ibility plays a fundamental role in the theory of integers. We say a nonzero integer & divides an
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integer a, or that b is a divisor (or facter) of the integer a if there is an integer ¢ such that a=bq.
In this case, we sometimes write b|a(reads “b divides a”) to denote this fact. If b|a, we say that
a is a multiple of 4. A prime number, denoted by p, is a positive integer greater than 1 whose on-
ly positive divisor is 1 and itself. Obviously, for any integer m, 1, +m are divisors of m, and
they are called the trivial factors of m.

As our first application of the Well Ordering Principle, we establish a fundamental property
of integer we will use often.

Division Algorithm Let a and b be integers with 470. Then there exist unique integers g
and r with the property that a=bq+r where 0<{r<|5]. '

Proof. We first assume that 6>>0 and begin with the existence portion of the theorem.
Consider the set S={a—bk |k is an integer and a—bk=0}. If 0E S, then there is an integer %
such that a—b62=0 and we may obtain the desired result with g=%,r=0. Now assume 0 & S.
Since S# &, we may apply the Well Ordering Principle to conclude that S has a smallest mem-
ber, say r=a — bq for some integer € Z. Then a=bg+r and r==0, so all that remains to be
proved is that »<Zb. In fact, if 7>>b, then

a—b(g+1)=a—bg—b=r-6>0,
so that a—b(g+1) €S, But a—b(qg+1)<a—bg=r and r=a—bq is the smallest member of S,
contradiction. If =5, it means that there exists an integer ¢+ 1 such that a—4(g+1)=0, i.e.,
0€ S, which is a contradiction. So, r<{&. '

To establish the uniqueness of ¢ and r, let us suppose that there are integers q, yq; y7;, and r,
such that a=bgq; +r, with 0<{r, <{b and a=bq, +r, with 0<{r,<b. For convenience, we may also
suppose that r,—=r,. Then we can obtain the equality b(q, —¢;) =r, —r,. So,b divides r,—r; and
0<<r,—n <<rp<<b. It follows that r,—r; =0 and therefore r,=r, and ¢, =¢;.

Similarly, we can complete the portion of the theorem in the case of 5<C0.

The integer ¢ in the division algorithm is usually called the quotient upon dividing a by 5; the
integer r is called the remainder of a divided by 4.

If an integer ¢ is a divisor for both a and b, we say that ¢ is a commen divisor of a and 5.

Definition 1.1 If d is a positive common divisor of a and & such that any common divisor ¢
of a and b is a factor of d, we call d the greater common divisor of a and b and denote this integer
by d=gcd(a,b) or simply d=(a,b). When (a,b)=1, we say a and b are relatively prime.

We define the greater common divisor of a,,a;, ***,a, similarly and denote it as ged(a,
@zt »a,) or simply (a;,az,***»a,). It can be proved that

(a1saz25**5a,) =((a1+az) 1a3+°** ya,).

The following property of the greater common divisor of two integers plays a critical role in
algebra. The proof provides an application of the division algorithm and our second application of
the Well Ordering Principle. This result is Proposition 1 in Book Seven of Euclid’ s Elements,
written about 300 B. C.

Theorem 1.1 For any integers a and b, there exist integers s and ¢ such that (a,b) =as+bt.

Moreover, when a and b are both nonzero integers, (a,b) is the smallest positive integer of the
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form as-+bt.

Proof. If a=54=0, then (a,6)=90 and we are done. Now let ab70 and consider the set S=
{am~+bn|m, n are integers and am+5bn>>0}, Since S is obviously nonempty (if some choice of m
and n makes am-+b6n<<0, then replace m and n by —m and —n), the Well Ordering Principle as-
serts that S has a smallest member, say, d=as+bt. We claim that d=gcd(a,b). To verify this
claim, use the division algorithm to write a=dq+r where 0<{r<ld. If r>>0, then r=a—dq=a—
(ast+bt)g=a—asq—btg=a(l—sq) +b(—1tqg) €S, contradicting the fact that d is the smallest
member of S. So, =0 and d divides a. Analogously (or better yet, by symmetry), d divides &
as well. This proves that d is a common divisor of a and 4. Now suppose d, is another common
divisor of a and b and write a=d,h and 6=d k. Then d=as+bt=(d,h)s+ (d:k)t=d,(hs+kt) so
that d, is a divisor of d. The proof of the last portion of this theorem is obvious.

Theorem 1. 2(Euclid’s Lemma) If p is a prime, then p|ab implies p|a or p|b.

Proof. Suppose that p does not divide a, then (p,a)=1. This shows that there exist inte-
gers s and t such that 1==as+ pt. Moreover, 6=abs+ pbt, and since p divides the right-hand side
of the equation, we must show that p divides b,

Our next property shows that the primes are the building blocks for all integers. We will of-
ten use this property without explicitly saying so.

Theorem 1. 3(Fundamental Theorem of Arithmetic) Every integer greater than 1 is a prime
or a product of primes. This product is unique, except for the order in which the factors appear.
Thus, if n=p; p**p, and n=q, ¢, **-q, where the p’s and ¢’s are primes, then r=s and, after re-
numbering the ¢’s, we have p,=gq; for all i.

Proof. Let n>>1 be an integer. We prove first that n is a product of some primes. If nis a
prime, then we are done., For general case we make use of induction. Suppose that any integer m
with 1<<m<n is a product of primes and that n is not a prime. Then there exists a non-trivial fac-
tor of n. That is n=mn;n, with 1<<m, ,n,<n. The divisors n; ,n; are both products of primes by
" our hypothesis, and so is n. Secondly, suppose that a= p; p;*** p, =q1q; ***¢,. Since p, is a prime
and p,|a, p; divides some q;. We may suppose that p, divides ¢; by suitable arrangement of the
order of q;. Therefore p, =(p,,q.)=q,, since both p, and q, are primes. Also we have p,*p,=
qz***q,. Similarly, by suitable arrangement of the order of q;, we get p; =q,,***, and finally r=s.

Another concept that frequently arises is that of the least common multiple of two integers.

Definition 1.2 If m is a positive common multiple of a and & such that any common multiple
¢ of a and & is a multiple of m, we call m the least common multiple of a and & and denote this in-

teger by m=Ilem(a,b) or simply m=[a,b].

1.1.2 Mappings (BL4t)

Definition 1.3 A mapping f from a set A to a set B is a correspondence rule that assigns to
each element a of A exactly one element & of B. The set A is called the domain of f and B is
called the codomain of f. If f assigns b to a, then b is called the image of a under f, and «a is
called an inverse image of 4 under f.
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We use the shorthand f : A—B to mean that f is a mapping from A to B. We will write
f(a)="b to indicate that f carries a to .

Remark. A correspondence rule f from set A to set B is a mapping if f satisfies the follow-
ing two conditions:

(1) For each @ in A, there exists an element 4 in B such that f(a)=5;

(2) If f(a)="b and f(a)="b, ,then b=5,.

The second condition is called “single-valueless”. In specifying a definition one often says
that “the map is well-defined” when one is assured that condition (2) holds.

Definition 1.4 Let f: A—B be a mapping, and A, <A, B, & B. The subset of B comprised
of all the images of elements of A, is called the image of A, under f and denoted by f(A;). The
subset of A containing all the inverse images of elements of B, is called the inverse image of B,
under f and denoted by f'(B,;).

Example 1.1 Given sets A={a,b,c,d,e,g,h} and B={1,2,3,4,5,6,7,8}, let f: A—B
be a mapping defined by f(a)=2, f(8)=3, f(c)=5, f(d)=6, f(e)=8, f(g)=5,f(h)=8. If A,
={a,b,c},A,={d,e,gsh},B;={1,3,5,8} and B,={1,4,7}. Then f(A;)={2,3,5},f(A,)=
{5,6,8}, f 1 (B,)={bycre,g,h} and f1(B,)=0.

Definition 1.5 Let f: A—B and g : B—>C be mappings. The compesition g f is the map-
ping from A to C defined by (gf)(a)=g(f(a)) for all a in A.

In calculus courses, the composition of g with f is written (ge° f) (z) and is defined as
g(f(x)). When we compose mappings, we omit the “circle”.

There are several kinds of mappings that occur often enough to be given names.

Definition 1,6 Suppose f: A—B is a mapping.

(1) f is called one-to-one (or injective) if distinct elements of A have distinct images in B,
that is ,if f(a,)=f(a,) implies a, =a, (or if a, #a, implies f(a;)7~ f(az)).

(2) f is said to be onto B(or surjective) if each element of B is the image of at least one ele-
ment of A. In symbols, f is onto if for every b in B there exists at least one a in A such that f(a)
=4, That is to say, f(A)=B.

(3) f is called one-to-one and onto (or bijective) if f is both injective and surjective. In sym-
bols, f is bijective if for each b in B there is exactly one a in A such that f(a)=b5.

For any set S, we can obtain the identity mapping 1, : S—S defined by 1,(x2) =2z for each x
in S. Obviously, identity mapping is one-to-one and onto.

Remark. Suppose f ¢ A—B and g ¢ C—D are mappings, if the following conditions are
satisfied, then we say that f=g.

(1) A=C;

(2) B=D;

(3) f(a)=g(a) for any a € A.

The next theorem summarizes the facts about mappings we will need.

Theorem 1.4 Given mappings f : A—>B,g : B>C, and h : C—=D. Then

(1 h(gHr=C(hg)f.
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(2) If f and g are both one-to-one, then gf is one-to-one.

(3) If f and g are both onto, then gf is onto.

(4) If f and g are both bijective, then gf is bijective.

(5) If gf is one-to-one, then f is one-to-one. If gf is onto, then g is onto.

Proof. We prove only part(1). The remaining parts are left as exercises. Let a€ A. Then
(g @=h((gNa))=h(g(f@a)))=(hg)(f(a))=hg) H(a). So h(gfl=C(hg)f.

Example 1.2 Let Z denote the set of integers, R the set of real numbers, and N the set of
nature numbers. The following table illustrates the properties of one-to-one and onto.

Domain Codomain Rule 1—1 onto

Z Z >z’ Y N
R R x>z Y Y
Z N x| x| N Y
YA VA x>zt N N

Theorem 1.5 The mapping f ¢ A—B is bijective iff there exists a mapping g : B—~A such
that gf=1, and fg=13. '

Proof. Suppose f: A—B is bijective, for each b in B, surjectivity of f implies there is a in
A such that f(a)=5. Hence condition(1l) in the definition of mapping from B to A holds for the
rule g of correspondence g(4)=a. Condition(2) holds for g by the injectivity of f, since if g(b)
~ =a and g(b)=a, for g, then f(a)="5 and f(a;)=5, so a=a,. Hence we have the mapping
gt B—~A. lf ain A and f(a)=4, by construction of g we know g(b) =a. This fact implies that
g(f(a))=g(b)=a. Thus gf=14. lf bin B and g(&) =a, this means that we always have f(a)
=bd. Analogously, we can obtain fg=1g.

Conversely, suppose f : A—B and g : B~~A satisfy gf=1, and fg=15. For each b in B,
let g(b)=a. Then f(a)= f(g(b))= fg(b)=15(b)=0b, hence f is a surjective. Next suppose
fCay)=f(a,) for a,,a;, € A. Then

a,=gf(a))=g(f(a1))=g(f(a))=gf(a;)=a,,
and f is injective.

Remark. If f: A—B is bijective, then the mapping g : B—>A satisfying conditions gf=1,
and fg=1p in Theorem 1. 4 is said to be the inverse mapping of f and denoted by g=f"".

Definition 1.7 Let f: A—B be a*map and A, A a subset of A; We can make a new map,
say @, from A; to B in the sense that p(a)= f(a) for any a€ A,. It is customary to replace ¢ by
fla, and we call it the restriction of f to A,.

Example 1.3 Let f : Z—>Z be a map given by f(n) =3n for every n&€ Z. If 2 Z define a sub-
set of all even numbers of Z, then

D) flz(—4>=—12, fl:2(3) is meaningless;

@) flZ18)={6}, fIZ = ;

(3) 1f A={(2,4,6)=2Z,B={2,3,4,5,6) =Z, then f|;;(A)={6,12,18} and f|Z' (B)=
{2}.

Remark, The difference between f and fl,;1 as in Definition 1. 7 is that f(a) is always



