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Preface

Objective of the Book

The first edition of Basic Econometrics was published thirty years ago. Over the years,
there have been important developments in the theory and practice of econometrics. In
each of the subsequent editions, I have tried to incorporate the major developments in the
field. The fifth edition continues that tradition. )

What has not changed, however, over all these years is my firm belief that econometrics
can be taught to the beginner in an intuitive and informative way without resorting to
matrix algebra, calculus, or statistics beyond the introductory level. Some subject material
is inherently technical. In that case [ have put the material in the appropriate appendix or
refer the reader to the appropriate sources. Even then, I have tried to simplify the technical
material so that the reader can get an intuitive understanding of this material.

I am pleasantly surprised not only by the longevity of this book but also by the fact that
the book is widely used not only by students of economics and finance but also by students
and researchers in the fields of politics, international relations, agriculture, and health
sciences. All these students will find the new edition with its expanded topics and concrete
applications very useful. In this edition | have paid even more attention to the relevance and
timeliness of the real data used in the text. In fact, I have added about fifteen new illustra-
tive examples and more than thirty new end-of-chapter exercises. Also, I have updated
the data for about two dozen of the previous edition’s examples and more than twenty
exercises.

Although I am in the eighth decade of my life, I have not lost my love for econometrics,
and I strive to keep up with the major developments in the field. To assist me in this
endeavor, | am now happy to have Dr. Dawn Porter, Assistant Professor of Statistics at the
Marshall School of Business at the University of Southern California in Los Angeles, as
my co-author. Both of us have been deeply involved in bringing the fifth edition of Basic
Econometrics to fruition.

Major Features of the Fifth Edition

Before discussing the specific changes in the various chapters, the following features of the
new edition are worth noting:

1. Practically all of the data used in the illustrative examples have been updated.
2. Several new examples have been added.

3. In several chapters, we have included extended concluding examples that illustrate the
various points made in the text.

4. Concrete computer printouts of several examples are included in the book. Most of these
results are based on E Views (version 6) and STATA (version 10), as well as MINITAB
(version 15).

5. Several new diagrams and graphs are included in various chapters.

6. Several new data-based exercises are included in the various chapters.

7. Small-sized data are included in the book, but large sample data are posted on the book’s
website, thereby minimizing the size of the text. The website will also publish all of the
data used in the book and will be periodically updated.
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8. In a few chapters, we have included class exercises in which students are encouraged to

obtain their own data and implement the various techniques discussed in the book. Some
Monte Carlo simulations are also included in the book.

Specific Changes to the Fifth Edition

Supplements

Some chapter-specific changes are as follows:

1.

The assumptions underlying the classical linear regression model (CLRM) introduced
in Chapter 3 now make a careful distinction between fixed regressors (explanatory
variables) and random regressors. We discuss the importance of the distinction.

. Chapter 7 now discusses not only the marginal impact of a single regressor on the

dependent variable but also the impacts of simultaneous changes of all the explanatory
variables on the dependent variable. This chapter has also been reorganized in the same
structure as the assumptions from Chapter 3.

. A comparison of the various tests of heteroscedasticity is given in Chapter 11.
. There is a new discussion of the impact of structural breaks on autocorrelation in

Chapter 12.

. New topics included in Chapter 13 are missing data, non-normal error term, and

Stochastic, or random, regressors.

A comprehensive website contains the following supplementary matenial:

—Data from the text, as well as additional large set data referenced in the book; the data
will be periodically updated by the authors.

—A Solutions Manual, written by Dawn Porter, providing answers to all of the
questions and problems throughout the text.

—A digital image library containing all of the graphs and figures from the text.

For more information, please go to www.mhhe.com/gujaratiSe
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Introduction

I.1 What Is Econometrics?

Literally interpreted, econometrics means “economic measurement.” Although measure-
ment is an important part of econometrics, the scope of econometrics is much broader, as
can be seen from the following quotations:

Econometrics, the result of a certain outlook on the role of economics, consists of the applica-
tion of mathematical statistics to economic data to lend empirical support to the models
constructed by mathematical economics and to obtain numerical resuits.

. .. econometrics may be defined as the quantitative analysis of actual economic phenomena
based on the concurrent development of theory and observation, related by appropriate
methods of inference.?

Econometrics may be defined as the social science in which the tools of economic theory,
mathematics, and statistical inference are applied to the analysis of economic phenomena.®

Econometrics is concerned with the empirical determination of economic laws.*

The art of the econometrician consists in finding the set of assumptions that are both suffi-
ciently specific and sufficiently realistic to allow him to take the best possible advantage of the
data available to him.*

Econometricians . .. are a positive help in trying to dispel the poor public image of economics
(quantitative or otherwise) as a subject in which empty boxes are opened by assuming the
existence of can-openers to reveal contents which any ten economists will interpret in
11 ways.®

The method of econometric research aims, essentially, at a conjunction of economic theory

and actual measurements, using the theory and technique of statistical inference as a bridge
iar 7

pier.

Gerhard Tintner, Methodology of Mathematical Economics and Econometrics, The University of Chicago
Press, Chicago, 1968, p. 74.

2p. A. Samuelson, T. C. Koopmans, and |. R, N. Stone, “Report of the Evaluative Committee for Econo-
metrica,” Econometrica, vol. 22, no. 2, April 1954, pp. 141-146.

3Arthur S. Goldberger, Econometric Theory, John Wiley & Sons, New York, 1964, p. 1.
“H. Theil, Principles of Econometrics, John Wiley & Sons, New York, 1971, p. 1.
SE. Malinvaud, Statistical Methods of Econometrics, Rand McNally, Chicago, 1966, p. 514.

SAdrian C. Darnell and ). Lynne Evans, The Limits of Econometrics, Edward Elgar Publishing, Hants,
England, 1990, p. 54.

’T. Haavelmo, “The Probability Approach in Econometrics,” Supplement to Econometrica, vol. 12,
1944, preface p. iii. .



2 Basic Econometrics

1.2 Why a Separate Discipline?

As the preceding definitions suggest, econometrics is an amalgam of economic theory,
mathematical economics, economic statistics, and mathematical statistics. Yet the subject
deserves to be studied in its own right for the following reasons.

Economic theory makes statements or hypotheses that are mostly qualitative in nature.
For example, microeconomic theory states that, other things remaining the same, a reduc-
tion in the price of a commodity is expected to increase the quantity demanded of that com-
modity. Thus, economic theory postulates a negative or inverse relationship between the
price and quantity demanded of a commodity. But the theory itself does not provide any
numerical measure of the relationship between the two; that is, it does not tell by how much
the quantity will go up or down as a result of a certain change in the price of the commod-
ity. It is the job of the econometrician to provide such numerical estimates. Stated differ-
ently, econometrics gives empirical content to most economic theory.

The main concern of mathematical economics is to express economic theory in mathe-
matical form (equations) without regard to measurability or empirical verification of the
theory. Econometrics, as noted previously, is mainly interested in the empirical verification
of economic theory. As we shall see, the econometrician often uses the mathematical
equations proposed by the mathernatical economist but puts these equations in such a form
that they lend themselves to empirical testing. And this conversion of mathematical into
econometric equations requires a great deal of ingenuity and practical skill.

Economic statistics is mainly concerned with collecting, processing, and presenting
economic data in the form of charts and tables. These are the jobs of the economic statisti-
cian. It is he or she who is primarily responsible for collecting data on gross national
product (GNP), employment, unemployment, prices, and so on. The data thus collected
constitute the raw data for econometric work. But the economic statistician does not go any
further, not being concerned with using the collected data to test economic theories. Of
course, one who does that becomes an econometrician.

Although mathematical statistics provides many tools used in the trade, the econometri-
cian often needs special methods in view of the unique nature of most economic data,
namely, that the data are not generated as the result of a controlled experiment. The econo-
metrician, like the meteorologist, generally depends on data that cannot be controlled
directly. As Spanos correctly observes:

In econometrics the modeler is often faced with observational as opposed to experimental
data. This has two important implications for empirical modeling in econometrics. First, the
modeler is requited to master very different skills than those rieeded for analyzing experimen-
tal data. . . . Second, the separation of the data collector and the data analyst requires the mod-
eler to familiarize himself/herself thorcughly with the nature and structure of data in question.®

.3 Methodology of Econometrics

How do econometricians proceed in their analysis of an economic problem? That is, what
is their methodology? Although there are several schools of thought on econometric
methodology, we present here the traditional or classical methodology, which still domi-
nates empirical research in economics and other social and behavioral sciences.?

8Aris Spanos, Probability Theory and Statisticol Inference: Econometric Modeling with Observational Data,
Cambridge University Press, United Kingdom, 1999, p. 21.

SFor-an enlightening, if advanced, discussion on econometric methodology, see David F. Hendry,
Dynamic Econometrics, Oxford University Press, New York, 1995. See also Aris Spanos, op. cit.
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Broadly speaking, traditional econometric methodology proceeds along the following
lines: '

. Statement of theory or hypothesis.

. Specification of the mathematical model of the theory.

. Specification of the statistical, or econometric, model.

. Obtaining the data.

. Estimation of the parameters of the econometric model.
Hypothesis testing.

. Forecasting or prediction.

. Using the model for control or policy purposes.

I Y N

To illustrate the preceding steps, let us consider the well-known Keynesian theory of
consumption.

1. Statement of Theory or Hypothesis
Keynes stated:

The fundamental psychological law . . . is that men [women] are disposed, as a rule and on
average, to increase their consumption as their income increases, but not as much as the
increase in their income. !

In short, Keynes postulated that the marginal propensity to consume (MPC), the rate of
change of consumption for a unit (say, a dollar) change in income, is greater than zero but
less than 1.

2. Specification of the Mathematical Model of Consumption

Although Keynes postulated a positive relationship between consumption and income,
he did not specify the precise form of the functional relationship between the two. For
simplicity, a mathematical economist might suggest the following form of the Keynesian
consumption function:

Y=58 +8X 0<pB <1 (13.1)

where Y = consumption expenditure and X = income, and where 8, and 5,, known as the
parameters of the model, are, respectively, the intercept and slope coefficients.

The slope coefficient 8, measures the MPC. Geometrically, Equation 1.3.1 is as shown
in Figure 1.1. This equation, which states that consumption is linearly related to income, is
an example of a mathematical model of the relationship between consumption and income
that is called the consumption function in economics. A model is simply a set of mathe-
matical equations. If the model has only one equation, as in the preceding example, it is
called a single-equation model, whereas if it has more than one equation, it is known as a
multiple-equation model (the latter will be considered later in the book).

In Eq. (1.3.1) the variable appearing on the left side of the equality sign is called the
dependent variable and the variable(s) on the right side is called the independent, or
explanatory, variable(s). Thus, in the Keynesian consumption function, Eq. (1.3.1), con-
sumption (expenditure) is the dependent variable and income is the explanatory variable.

Y9ohn Maynard Keynes, The General Theory of Employment, Interest and Money, Harcourt Brace
fovanovich, New York, 1936, p. 96.
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FIGURE 1.1
Keynesian
consumption function.

Y

[

£

B

% B, = MPC
g L

2

g

g

(]

By
X
Income

3. Specification of the Econometric Model
of Consumption

The purely mathematical model of the consumption function given in Eq. (1.3.1) is of lim-
ited interest to the econometrician, for it assumes that there is an exact or deterministic
relationship between consumption and income. But relationships between economic vari-
ables are generally inexact. Thus, if we were to obtain data on consumption expenditure and
disposable (i.e., aftertax) income of a sample of, say, 500 American families and plot these
data on a graph paper with consumption expenditure on the vertical axis and disposable in-
come on the horizontal axis, we would not expect all 500 observations to lie exactly on the
straight line of Eq. (I.3.1) because, in addition to income, other variables affect consump-
tion expenditure. For example, size of family, ages of the members in the family, family
religion, etc., are likely to exert some influence on consumption.

To allow for the inexact relationships between economic variables, the econometrician
would modify the deterministic consumption function in Eq. (I.3.1) as follows:

Y=B+HhX+u (.3.2)

where #, known as the disturbance, or error, term, is a random (stochastic) variable that
has well-defined probabilistic properties. The disturbance term » may well represent all
those factors that affect consumption but are not taken into account explicitly.

Equation1.3.2 is an example of an econometric model. More technically, it is an exam-
ple of a linear regression model, which is the major concern of this book. The economet-
ric consumption function hypothesizes that the dependent variable Y (consumption) is
linearly related to the explanatory variable X (income) but that the relationship between the
two is not exact; it is subject to individual variation.

The econometric model of the consumption function can be depicted as shown in
Figure 1.2



FIGURE 1.2
Econometric model
of the Keynesian
consumption function.
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4. Obtaining Data

To estimate the econometric model given in Eq. (1.3.2), that is, to obtain the numerical
values of 8; and B,, we need data. Although we will have more to say about the crucial
importance of data for economic analysis in the next chapter, for now let us look at the
data given in Table 1.1, which relate to the U.S. economy for the period 1960-2005. The
¥ variable in this table is the aggregate (for the economy as a whole) personal consumption
expenditure (PCE) and the X variable is gross domestic product (GDP), a measure of
aggregate income, both measured in billions of 2000 dollars. Therefore, the data are in
“real” terms; that is, they are measured in constant (2000) prices. The data are plotted
in Figure 1.3 (cf. Figure 1.2). For the time being neglect the line drawn in the figure.

5. Estimation of the Econometric Model

Now that we have the data, our next task is to estimate the parameters of the consumption
function. The numerical estimates of the parameters give empirical content to the con-
sumption function. The actual mechanics of estimating the parameters will be discussed in
Chapter 3. For now, note that the statistical technique of regression analysis is the main
tool used to obtain the estimates. Using this technique and the data given in Table 1.1, we
obtain the following estimates of S; and B, namely, —299.5913 and 0.7218. Thus, the
estimated consumption function is:

A

Y = —-299.5913 + 0.7218X, (1.3.3)

The hat on the Y indicates that it is an estimate.!' The estimated consumption function (i.c.,
regression line) is shown in Figure 1.3.

11As a matter of convention, a hat over a variable or parameter indicates that it is an estimated value.
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TABLE 1.1

Data on Y (Personal
Consumption
Expenditure) and

X (Gross Domestic
Product, 1960-2005),
both in 2000 Billions
of Dollars

Source: Economic Report of

the President, 2007, Table B-2,
p- 230.




