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CHAPTER1 FUNDAMENTALS OF
AUTOMATIC CONTROL

1.1 Introduction to Process Control

Before reading the text below, try to answer the following questions:
1. What is the process control in a process plant?

2. What is the typical process control strategies?

3. Could you please give an example of process control?

In recent years the performance requirements for process plants have become increasingly
difficult to satisfy. Stronger competition, tougher environmental and safety regulations, and
rapidly changing economic conditions have been key factors in the tightening of plant product
quality specifications. A further complication is that modern processes have become more difficult
to operate because of the trend toward larger, more highly integrated plants with smaller surge
capacities between the various processing units. Such plants give the operators little opportunity
to prevent upsets from propagating from one unit to other interconnected units. In view of the
increased emphasis placed on safe, efficient plant operation, it is only natural that the subject of
process control has become increasingly important in recent years. In fact, without process control
it would not be possible to operate most modern processes safely and profitably, while satisfying
plant quality standards.

1.1.1 Illustrative Example

As an introduction to process control, consider the continuous stirred-tank heater shown in
Figure 1.1.1 The inlet liquid stream has a mass flow rate w and a temperature 7;. The tank
contents are well agitated and heated by an electrical heater that provides Q watts. It is assumed
that the inlet and outlet flow rates are identical and that
the liquid density o remains constant, that is, the
temperature variations are small enough that the
temperature dependence of p can be neglected.Under
these conditions the volume V of liquid in the tank
remains constant.

The control objective for the stirred-tank heater is

‘ Heater l

to keep the exit temperature 7 at a constant reference
value T. The reference value is referred to as a sef point Figure 1.1.1  Continuous stirred-tank heater.
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in control terminology. Next we consider two questions.

Question 1. How much heat must be supplied to the stirred-tank-heater to heat the liquid
from an inlet temperature T; to an exit temperature Tr?

To determine the required heat input for the design operating conditions, we need to write a
steady-state energy balance for the liquid in the tank. In writing this balance, it is assumed that the
tank is perfectly mixed and that heat losses are negligible. Under these conditions there are no
temperature gradients within the tank contents and consequently, the exit temperature is equal to
the temperature of the liquid in the tank. A steady-state energy balance for the tank indicates that
the heat added is equal to the change in enthalpy between the inlet and exit streams:

O=wCT -T) (1.1.1)
where 7_: , T, w, and Q denote the nominal steady-state design values of 7, T, w, and @,
respectively, and C is the specific heat® of the liquid. We assume that C is constant. At the design
conditions, T = Tx (the set point). Making this substitution in Eq. (1.1.1) gives an expression for
the nominal heat input Q:

Q=wC(T, -T) (1.1.2)

Equation (1.1.2) is the design equation for the heater. If our assumptions are correct and if
the inlet flow rate and inlet temperature are equal to their nominal values, then the heat input
given by Eq. (1.1.2) will keep the exit temperature at the desired value, T. But what if conditions
change? This brings us to the second question:

Question 2. Suppose that inlet temperature T; changes with time. How can we ensure that T
remains at or near the set point Tr?

As a specific example, assume that T; increases to a new value greater than 7 .If Q is held
constant at the nominal value of O, we know that the exit temperature will increase so that 7>
Tx. (cf. Eq. (1.1.1)). '

To deal with this situation, there are a number of possible strategies for controlling exit
temperature 7.

Method 1. Measure T and adjust Q. One way of controlling T despite disturbances in 7; is to
adjust O based on measurements of 7. Intuitively, if 7 is too high, we should reduce Q; if T is
too low, we should increase Q. This control strategy will tend to move T toward the set point
Ty and could be implemented in a number of different ways. For example, a plant operator
could observe the measured temperature and compare the measured value to 7r. The operator
would then change Q in an appropriate manner. This would be an application of manual
control. However, it would probably be more convenient and economical to have this simple
control task performed automatically by an electronic device rather than a person, that is, to
utilize automatic control.

Method 2. Measure T}, adjust Q. As an alternative to Method 1, we could measure disturbance
variable T; and adjust Q accordingly. Thus, if 7; is greater than T, , we would decrease Q; for

O specificheat thL#, HR#EEFT GB 3100~3102.1993 EL.ESY specific heat capacity WA — AT
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T;<<T, we wouldset 0> Q.

Method 3. Measure 7, adjust w. Instead of adjusting Q, we could choose to manipulate mass flow
rate w. Thus, if 7 is too high we would increase w to reduce the energy input rate in the
stirred tank relative to the mass flow rate and thereby reduce the exit temperature.

Method 4. Measure Tj, adjust w. In analogy with Method 3, if T; is too high, w should be
increased. :

Method 5. Measure T; and 7, adjust Q. This approach is a combination of Methods 1 and 2.

Method 6. Measure T; and T, adjust w. This approach is a combination of Methods 3 and 4.

Method 7. Place a heat exchanger on the inlet stream. The heat exchanger is intended to reduce
the disturbances in 7; and consequently reduce the variations in 7. This approach is
sometimes called “hog-tieing” an input.

Method 8. Use a larger tank. If a larger tank is used, fluctuations in 7; will tend to be damped out
due to the larger thermal capacitance of the tank contents. However, increased volume of
tankage would be an expensive solution for an industrial plant due to the increased capital
costs of the larger tank. Note that this approach is analogous to the use of water baths in
chemistry laboratories where the large thermal capacitance of the bath serves as a heat sink
and thus provides an isothermal environment for a small-scale research apparatus.

1.1.2  Classification of Control Strategies

Next, we will classify the eight control strategies of the previous section and discuss their
relative advantages and disadvantages. Methods | and 3 are examples of feedback control
strategies. In feedback control, the process variable to be controlled is measured and the
measurement is used to adjust another process variable which can be manipulated. Thus, for
Method 1, the measured variable is 7 and the manipulated variable is Q. For Method 3, the
measured variable is still 7 but the manipulated variable is now w. Note that in feedback control
the disturbance variable 7; is not measured. '

It is important to make a distinction between negative feedback and positive feedback.
Negative feedback refers to the desirable situation where the corrective action taken by the
controller tends to move the controlled variable toward the set point. In contrast, when positive
feedback exists, the controller tends to make things worse by forcing the controlled variable
farther away from the set point. Thus, for the stirred-tank heater, if T is too high we would
decrease Q (negative feedback) rather than increase Q (positive feedback).

Methods 2 and 4 are feedforward control strategies. Here, the disturbance variable T; is
measured and used to manipulate either Q (Method 2) or w (Method 4). Note that in feedforward
control, the controlled variable T is not measured. Method 5 is a feedforward-feedback control
strategy since it is a combination of Methods 1 and 2. Similarly, Method 6 is also a
feedforward-feedback control strategy since it is a combination of Methods 3 and 4. Methods 7
and 8 consist of equipment design changes and thus are not really control strategies. Note that
Method 7 is somewhat inappropriate since it involves adding a heat exchanger to the inlet line of
the stirred-tank heater which in itself was designed to function as a heat exchanger! The control
strategies for the stirred-tank heater are summarized in Table 1.1.1.
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Table 1.1.1 Temperature Control Strategies for the Stirred-Tank Heater

Method Measured Variable Manipulated Variable Category

1 T o} FB

2 T; Q FF

3 T w FB

4 T w FF

5 Tiand T 9} FF/FB

6 Tiand T w FF/FB

7 - — Design change
8 — — Design change

So far we have considered only one source of process disturbances, fluctuations in 7;. We
should also consider the possibility of disturbances in other process variables such as the ambient
temperature, which would affect heat losses from the tank. Recall that heat losses were assumed
to be negligible earlier. Changes in process equipment are another possible source of disturbances.
For example, the heater characteristics could change with time due to scaling by the liquid. It is
informative to examine the effects of these various types of disturbances on the feedforward and
feedback control strategies discussed above.

First, consider the feedforward control strategy of Method 2 where the disturbances in 7; are
measured and the measurements are used to adjust the manipulated variable Q. From a theoretical
point of view, this control scheme is capable of keeping the controlled variable T exactly at set
point Ty despite disturbances in 7. Ideally, if accurate measurements of 7; were available and if
the adjustments in O were made in an appropriate manner, then the corrective action taken by the
heater would cancel out the effects of the disturbances before T is affected. Thus, in principle,
feedforward control is capable of providing perfect control in the sense that the controlled
variable would be maintained at the set point.

But how will this feedforward control strategy perform if disturbances occur in other process
variables? In particular, suppose that the flow rate w cannot be held constant but, instead, varies
over time. In this situation, w would be considered a disturbance variable. If w increases, then the
exit temperature T will decrease unless the heater supplies more heat. However, in the control
strategy of Method 2 the heat input Q is maintained constant as long as T; is constant. Thus rno
corrective action would be taken for unmeasured flow disturbances. In principle, we could deal
with this situation by measuring both T; and w and then adjusting Q to compensate for both of
these disturbances. However, as a practical matter it is generally uneconomical to attempt to
measure all potential disturbances. It would be more practical to use a combined
feedforward-feedback control system, since feedback control provides corrective action for
unmeasured disturbances, as discussed below. Consequently, in industrial applications
feedforward control is normally used in combination with feedback control.

Next, we will consider how the feedback control strategy of Method 1 would perform in the
presence of disturbances in T; or w. If Method 1 were used, no corrective action would occur until
after the disturbance had upset the process, that is, until after T differed from Tk. Thus, by its
inherent nature, feedback control is not capable of perfect control since the controlled variable
must deviate from the set point before corrective action is taken. However, an extremely

4.



important advantage of feedback control is that corrective action is taken regardless of the source
of the disturbance. Thus, in Method 1, corrective action would be taken (by adjusting Q) after a
disturbance in T; or w caused T to deviate from the set point. The ability to handle unmeasured
disturbances of unknown origin is a major reason why feedback controllers have been so widely
used for process control.

Selected from “Process Dynamics and Control, D. Seborg & T. Edgar, John Wiley & Sons, 1989”

Words and Expressions

l.plant [pla:int] n %1, L), &%
2.strategy ['streetidzi] n. %%

3. competition [kompa'tifen] n. EF, EF
4. integrate [lintigreit] v AEAEK; KoRE
5. surge capacity [s9:d3 ko'peesiti] n. WAL
6.upset [Apset] n;wv RE, KL

7. propagate [propageit] v. ##, =i

8. process control it A2 % 41

9. quality [kwoliti] n HAE

10. standard ['steended] n. A4

11. stirred-tank  [sta:rid-teenk] ~. VAR
12. heater [hiite] n & E

13.inlet [inlet] ». Aw, @0

14. agitate [‘eedziteit] v 3

15. watt [wot] n E4

16. variation [veori'eifen] n ELE

17. constant [konstent] n. #F#, & ¥

18. set point [set point] n. RAEME, &AL
19. terminology [te:minoladzi] n. K&

20. negligible ['neglidzib(a)l] adj. T B0, R B
21. gradient ['greidiant] n. #A

22. steady-state ['stedi-steit] n #&%&

23. energy balance At & - #f

24. enthalpy [enOeelpi] n. &, #&

25. intuitively [intjusitivli] adv. AL

26. implement [impliment] v. FI;, #AT
27. manual control F#h3EH), ATLIEH

28. automatic control Bl Fh % #l

29.hog [hog] v (H)3(F . #)d, T
30.tie [tai] v % #x

31. fluctuation [fiaktjueifan] vi. #3h



32.damp [deemp] v. FLR; R

33.isothermal [aisau'Oa:mal] n ¥iR%Z; adj. FlR#
34.heatsink [hi:tsink] n ##HE, KHEE

35. feedback control B4R 4% %)

36. manipulate [ma'nipjuleit] v 4

37. negative feedback i B 4%

38. positive feedback JE R 45

39. feedforward control #4454

40. heat exchanger # X #% %

41.ambient [‘sembiont] adj. AR &s, shR &

42. heat loss  # 4% %

43. perfect control 7. % 354

44. inherent [in‘'hisrant] adi. EIA %, RiE8y, KIEH

Exercises

1. Complete the notes below with words taken from the text above.

(1) A further complication modern processes more difficult
to operate because of the trend toward larger, more highly integrated plants smaller
surge capacities between the various processing units.

2) determine the required heat input the design operating conditions, we
need a steady-state energy balance the liquid in the tank.

(3) Important to make a distinction and refers to the desirable
situation where the taken by the tends to move the toward

the set point.
2. Put the following into Chinese:

performance process plant process control
reference operating conditions - disturbance
automatic control manual control perfect control
feedback control set point controlled variable

3. Put the following into English:
TR W EL R B FEALS
4t IE Rt BB 23 I SRR %

Reading Material:

Overview of Control Engineering

The goal of control engineering is to improve, or in some cases enable, the performance of a
system by the addition of sensors, control processors, and actuators. The sensors measure or
sense various signals in the system and operator commands; the control processors process the

‘6.



sensed signals and drive the actuators, which affect the behavior of the system. A schematic
diagram of a general control system is shown in Figure 1.1.2.

other signals that affect system
(disturbances)

actuators sensors
System to
be controlled
actuator
signals sensed
gn signals
Control
operator display, ~———— processor(s) l~————— command signals
warning indicators . (operator inputs)

Figure 1.1.2 A schematic diagram of a general control system.

This general diagram can represent a wide variety of control systems. The system to be
controlled might be an aircraft, a large electric power generation and distribution system, an
industrial process, a head positioner for a computer disk drive, a data network, or an economic
system. The signals might be transmitted via analog or digitally encoded electrical signals,
mechanical linkages, or pneumatic or hydraulic lines. Similarly the control processor or
processors could be mechanical, pneumatic, hydraulic, analog electrical, general-purpose or
custom digital computers.

Because the sensor signals can affect the system to be controlled (via the control processor
and the actuators), the control system shown in Figure 1.1.2 is called a feedback or closed-loop
control system, which refers to the signal “loop” that circulates clockwise in this figure. In
contrast, a control system that has no sensors, and therefore generates the actuator signals from
the command signals alone, is sometimes called an open-loop control system®. Similarly, a
control system that has no actuators, and produces only operator display signals by processing the
sensor signals, is sometimes called a monitoring system.

In industrial settings, it is often the case that the sensor, actuator, and processor signals are
boolean, i.e. assume only two values. Boolean sensors include mechanical and thermal limit
switches, proximity switches, thermostats, and pushbutton switches for operator commands.
Actuators that are often configured as Boolean devices include heaters, motors, pumps, valves,
solenoids, alarms, and indicator lamps. Boolean control processors, referred to as logic controllers,
include industrial relay systems, general-purpose microprocessors, and commercial
programmable logic controllers.

In this book, we consider control systems in which the sensor, actuator, and processor signals
assume real values, or at least digital representations of real values. Many control systems include
both types of signals: the real-valued signals that we will consider, and Boolean signals, such as:
fault or limit alarms and manual override switches, that we will not consider.
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1. System Design and Control Configuration

Control configuration is the selection and placement of the actuators and sensors on the
system fo be controlled, and is an aspect of system design that is very important to the control
engineer. Ideally, a control engineer should be involved in the design of the system itself, even
before the control configuration. Usually, however, this is not the case: the control engineer is
provided with an already designed system and starts with the control configuration. Many aircraft,
for example, are designed to operate without a control system; the control system is intended to
improve the performance (indeed, such control systems are sometimes called stability
augumentation systems, emphasizing the secondary role of the control system).

Actuator Selection and Placement

The control engineer must decide the type and placement of the actuators. In an industrial
process system, for example, the engineer must decide where to put actuators such as pumps,
heaters, and valves. The specific actuator hardware (or at least, its relevant characteristics) must
also be chosen. Relevant characteristics include cost, power limit or authority, speed of response,
and accuracy of response. One such choice might be between a crude, powerful pump that is slow
to respond, and a more accurate but less powerful pump that is faster to respond.

Sensor Selection and Placement

The control engineer must also decide which signals in the system will be measured or
sensed, and with what sensor hardware. In an industrial process, for example, the control engineer
might decide which temperatures, flow rates, pressures, and concentrations to sense. For a
mechanical system, it may be possible to choose where a sensor should be placed, e. g®., where an
accelerometer is to be positioned on an aircraft, or where a strain gauge is placed along a beam.
The control engineer may decide the particular type or relevant characteristics of the sensors to be
used, including the type of transducer, and the signal conditioning and data acquisition hardware.
For example, to measure the angle of a shaft, sensor choices include a potentiometer, a rotary
variable differential transformer, or an 8-bit or 12-bit absolute or differential shaft encoder. In
many cases, sensors are smaller than actuators, so a change of sensor hardware is a less dramatic
revision of the system design than a change of actuator hardware.

There is not yet a well-developed theory of actuator and sensor selection and placement,
possibly because it is difficult to precisely formulate the problems, and possibly because the
problems are so dependent on available technology. Engineers use experience, simulation, and
trial and error to guide actuator and sensor selection and placement.

2, Modeling

The engineer develops mathematical models of
* the system to be controlled,
* noises or disturbances that may act on the system,
+ the commands the operator may issue,
» desirable or required qualities of the final system.



