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Preface

In this book, we study the eigenvalues problems of higher order tensors and several
specific polynomial optimization problems.

The concepts of eigenvalues and eigenvectors of higher order tensors were pre-
sented in 2005 by Qi and Lim independently. Since then, more and more scholars
have devoted to this new research field and have made great progress in the past
decade. Particularly the various properties of H-eigenvalues of nonnegative tensors
and solving methods have been developed. In the first part of this book we system-
atically introduce related contents. Problems on finding the maximal or minimal
H-eigenvalues and Z-eigenvalues are special class of polynomial optimization prob-
lems, while polynomial optimization is attracting great attention due to its impor-
tance and has been witnessed rapid development in the past years. It is well known
that in general a polynomial optimization problem is nonconvex and NP-hard. So
people attempt to use suitable relaxed convex optimization problem to approximate
a concrete nonconvex optimization problem. Semidefinite programming (SDP) is
an important branch of convex optimization and has been studied extensively in
theory as well as in algorithms in the past two decades. Besides it is important
in itself right, SDP has been found to be very useful as the convex approximation
of nonconvex quadratic programming and some discrete optimization problems. In
the second part of this book we devote to studying several special polynomial op-
timization problems by using SDP relaxation strategy, such as maximal real tensor
eigenvalue problem and their extended problems.

Most of the contents of this book are composed of PhD dissertation of the first
author, which have been published in journals.

This work was supported by the National Natural Science Foundation of China
(Grant No. 11271206), Doctoral Fund of Chinese Ministry of Education (Grant No.
20120031110024) and the Natural Science Foundation of Tianjin(Grant No. 12JCY-
BJC31200).

Yang Qingzhi
Yang Yuning
Nov. 2014
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Vectors

Matrices

Tensors

Real, complex and rational number field

n-dimensional real (nonnegative, positive) vector space

n X n dimensional real (nonnegative, positive) matrix space
n X n real symmetric (positive semidefinite, positive definite)
matrix space

45 norm of a vector

Frobenius norm of a matrix or a tensor

Vector or matrix transpose

Rank of a matrix

Trace of a marix or a tensor

Matrix inner product

Hadamard operator

Kronecker product

Tensor-matrix mode-d product
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The diagonal entries of a matrix X

A matrix whose diagonal entries are the vector z
Tensor-matrix unfolding operator

Matrix-tensor folding operator

Matrix-vector unfolding operator

Vector-matrix folding operator
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Chapter 1

Introduction

Tensor is a hot topic in the past decade. Nowadays, many real world problems can
be modeled as tensor problems, just to name a few: signal processing!®®101l data
analysis(1"32 chemometrics12:13: 111 hypergraph theory[34:66 diffusion magnetic

(3.6,44] " quantum entanglement in quantum physics [35],

resonance imaging (MRI)
higher order Markov chains!17 and elastic materials analysis!®®77). Specifically, a
tensor can be viewed as a multiarray: if a vector ¢ = [aq,- - ,an]T € R" is a one-
way-array, a matrix A = (a;;) € R™"*" is a two-way-array, then a tensor of order m
dimension n: A = (aj,..4,) is a multiarray. Here “order” refers to the number of
indices of each entry of A, e.g., a matrix is a tensor of order 2. Just imagine we have
l matrices of size m x n. By stacking them up together, we get a cube, which is a
Il x m x n tensor. If we merge k such tensors together, then we get a hyper-cube,
which is a k x [ x m x n tensor, and so on. Particularly, if k =l=m=n="-.-,
i.e., all the dimensions of a tensor are the same, then the tensor is called a “square”
tensor, which generalizes the “square” matrix and is an important type of tensors
studied in this book.

We are particularly interested in the (spectral) properties of eigenvalue problems
of higher order tensor and related polynomial optimization problems. In this book,
the main concerns are the following five topics:

e Spectral properties and algorithms of H-eigenvalue problems;

e Spectral properties and algorithms of H-singular value problems;
e Properties and algorithms of Z-eigenvalue problems;

e Approximation methods of biquadratic optimization problems;

e Approximation methods of trilinear optimization problems.

We will introduce the related concepts and problems in the rest of this chapter.

1.1 Eigenvalues problems of higher order tensors

It is well known that eigenvalues play an important role in matrix theory. For a
matrix A € C™*™, if there exists a pair (A, z) € C x C* with z # 0 such that
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Az = Az,

then A is called an eigenvalue of A, and z is an eigenvector corresponding to A. To
study tensor problems, one may naturally ask a question: can we define eigenvalues
and eigenvectors on tensors? The answer is positive. In 2005, the concept of eigen-
values and eigenvectors of a symmetric tensor with order even was introduced by
Qi[119]'

To be more specific, let A = (aj,...;,,) be an order m n-th dimensional real square
tensor. If there is a complex number A\ and a nonzero complex vector x that are
solutions of the following homogeneous polynomial equations:

Az™1 = \glm-1) (1.1)

then A is called an eigenvalue of A and « the eigenvector of .4 associated with . In
problem (1.1), Az™~! and z!™=1] are vectors, whose i-th entries are given by

n

(Az™ )= Z Qiig- i Tig ** " Tipy
12, yim=1

(&™) =2,
respectively. If A and z are restricted in the real field, then (A, z) is called an H-
eigenpaire. If an eigenvalue is not an H-eigenvalue, we call it an N-eigenvalue of A.
Besides the H-eigenvalues, Qi defined the Z-eigenvalues!!'9): a real number A and a
real vector z are called Z-eigenvalue of A and a Z-eigenvector of A associated with
the Z-eigenvalue A respectively, if they are solutions of the following system:

Azl = Ag
’ 1.2
Uil =1 S
Here || - || is the Euclidean norm. If A and z are complex, then they are called

E-eiganvalue and E-eigenvector.

In the same year, Lim[®¥ independently defined eigenvalues for general real ten-
sors in the real field. In his work, the I¥ eigenvalues are H-eigenvalues, while the 12
eigenvalues of tensors are the Z-eigenvalues. Note that in the case of m = 2, both
the H-eigenvalue and Z-eigenvalue collapse to the eigenvalues of a matrix.

The concept of singular values and singular vectors can be generalized to higher
order tensors as well. Let us recall in the real case that for a matrix A € R™" %2 if
there exists a triple (A, z1,2z32) € R x R™ x R™ such that

Azy = Az, and ATz, = Az,

then X is called a singular value of A, and z; and z5 are the left and right singular
vector corresponding to A, respectively.



1.1  Eigenvalues problems of higher order tensors 3

For higher order tensors, for example, consider a third order tensor 4 € R™1 Xn2Xn3

The corresponding singular value problem can be defined as/®4
A.'E2$3 = /\331,
.Al'l.’lta = )\562,

.A.’L‘liltz = A:Eg,
|l$1” =1, “:L‘z” =1, ”:L‘a“ =LAeR,z; € R™M, 25 € R™, 253 € R™,

where

ng N3

(Azamg)i=Y Y aijr(z2)i(zs),
j=1 k=1
ny ng

(Azq1z3); = Z Z asjk (21)i(23)k,
i=1 k=1

(Az1z9)K = Z i aijk(1)i(z2);-

i=1 j=1

For other higher order tensors, the definition is similar.

There are other kinds of eigenvalues/singular values for other types of tensors.
Assume that p,q,n; and ng are positive integers, and ni,ng > 2. We call A =
(@iyeoripgy 5o )» WheTe @s)..i 5.5, ER, for 4 =1, ,m1, bk =1,---,p, and jr =
1,---,ng, k=1, ---,q, areal (p,q)-th order n; X ny dimensional rectangular tensor,
or simply a real rectangular tensor. When p = q = 1, A is simply a real n; X na
rectangular matrix. Denote M = p + ¢q. If there is a complex number A and two
nonzero complex vectors x and y such that:

Amp_lyq = Ax{M—I],
Azpyt=t = yylM-1,

where AzP~19? is a vector in R™ whose i-th entry is given by
ni »)
p—1,49). _ E: 2:
(AzP™ y?); = Qg vipgi-gqLia "~ LipYsjy Yigs
i2, v ip=1j1,,jq=1
and AzPy?~! is a vector in R™? whose j-th entry is given by
ni no
P, d—1y .
(AzPy?—); = E E iy oevigdareiqTin * " TipWia * ** Yigs
By yip=1ja, -, fq=1

then A is called the singular value of A and (z,y) are the left and right eigenvectors
of A, associated with A, respectively. If (A,z,y) € R x R™ x R"2, then ) is an
H-singular value of A, and (z,y) are the left and right H-eigenvectors associated
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with A. If a singular value is not an H-singular value, then it is an N-singular value
of AR,

Assume that A is a 4-th order partially symmetric tensor, i.e., every entry of A
satisfies aijxi = ajikt = aijir. The M-eigenvalue system of A is defined as

Azyy = Az,
Azzy = Ay,
lzll = 1, llyll = 1,z € R™,y € R™.

Here ) € R is called the M-eigenvalue of A. This type of eigenvalue was introduced
by Qi et al.['22] which finds applications in nonlinear elastic materials analysis!'??
and quantum entanglement problems in quantum physics[35].

There are other type of eigenvalues, e.g, the Z;-eigenvalue of a transition pro-
bability tensor was introduced by Li and and Ng[®!, where a transition probability
tensor P of order m dimension n is defined to satisfy Z: _q Piyig--i, = 1, and the
Z,-eigenvalue problem is replacing the 2-norm in the Z-eigenvalue problem (1.2) by
the 1-norm, i.e., the Z;-eigenvalue problem is defined by

{ Azx™-1 = Xz,

lzlly = 1. (3)

This type of eigenvalue problems can be used to approximate the limit probability
distribution vector of a higher order Markov chain!l.

1.2 Related polynomial optimization problems

Before proceeding, we first introduce the symmetric property of higher order tensors.
A tensor A is called symmetric, if every of its entry a;,...;,, is invariant under all

m

permutations of {i1,--+ ,in}, i.e., the following equalities always hold:

Qi oify, — ag(il...im),
where o(-) is the permutation function.
Every symmetric tensor is related to a polynomial function uniquely!®3. Speci-
fically, suppose that A is an order m n-th dimensional symmetric tensor. Then

n
fA(l‘) = Ag™ = Z Qi Liy """ T,

il bl ,imz 1
is the associated polynomial function.
Consider the following homogenous polynomial optimization problem of degree

max Az™,

1.4
st. ||z|| =1,z € R™. L

1.2

Th

1«
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The corresponding Lagrangian function of (1.4) is given by
L(z,)\) = Az™ — MzTz — 1),

where A € R is the Lagrangian multiplier. Taking the gradient of L(-,-) with respect
to z and ) respectively and setting them both to zero, we get the following KKT

{ gt = Qm,
m

system of (1.4)

T =1,

which is in fact the Z-eigenvalue problem of A if we let A := 2\/m in the above
system. Thus finding the largest Z-eigenvalue of A is equivalent to solving the
polynomial optimization problem (1.4).

Suppose the symmetric tensor A is of even order. order Then the KKT system
of the following problem

max Az™,

st.  |zl|lm =1,z € R

is
A‘,L.m—l _ /\m[m—l]’
Z?=1 m:n = ]"

where ||z]lm = (3, ]xilm)#. Note that the first formula is homogenous with
respect to z. Thus the second formula can be eliminated, which is the H-eigenvalue
problem of A.

Finding the largest M-eigenvalue of a 4-th order partially symmetric tensor A is
equivalent to solving the following homogeneous polynomial problem with degree 4:

ni n2

max Azzyy = Z Z QijklTiTYkYL,
i,j=1k,l=1 (1.5)

st. |zl =1, |yl = 1,z € R™,y € R™.

This is known as the biquadratic optimization problem[62:97,122]

Similarly, finding the largest singular value of a tensor of order d is equivalent to
solving the following multi-linear optimization problem:

1

na
max Az;:--xg= Z E iy owrig (T1 )iy +* (Tad)ig)
1:1=1 id=l (1'6)

s.t. ||w1” — e ,deH — 1,$i ER™,i=1,---,d.
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The polynomial optimization in binary variables or in mixed variables was studied
in [54, 56]:
max Az™,
Bt wei-1,1}",
max Az - x4,
8. ZmpeE{-L11% =1, 4,

(1.7)

(1.8)

and

max Az --- x4,
s.t. ”.’B,H =1,z ER% 1=1,-.--,1, (1.9)
Tj € {_1’1}'"'1"]‘ :l+1a ada

which relate to the oo — 1-norm of higher order tensors!®6l,

The biquadratic optimization over quadratic constraints or standard simplex was
studied by Zhang et al.['%9 Ling et al.[?® and Bomze et al.[": '

max Azzyy,
st. zTA'r<gl, i=1,---,p, (1.10)
y"Biy<1, j=1,---,q,
max Azzyy,
m
gt Y moLo2l, (1.11)
=1
Zyj - 1ay =0,
j=1

which arise from portfolio selection!®®l.

1.3 Applications

This section lists some applications of eigenvalues and singular values of tensors and
their related polynomial optimization problems.

Application of the H-eigenvalue to maximum clique problem!14-15]:

A k-uniform hypergraph, or simply a k-graph, is a pair G = (V, E), where V =
{1,---,n} is a finite set of vertices and E C ( Z

of which is called a hyperedge. Particularly, a 2-graph is the usual graph. A subset

) is a set of k-subsets of V, each
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of vertices C C V is called a hyperclique if ( i > C E. A clique is said to be

maximal if it is not contained in any other clique, while it is called maximum if it
has maximum cardinality. Specifically, the maximal clique problem of a 2-graph is
to find the largest subset of vertices in which each point is directly connected to
every other vertex in the subset. The clique number of a graph G, denoted by w(G),
is defined as the cardinality of a maximum clique. Computing w(G) is NP-hard.
Buld and Pelillo'® provided a new upper bound for w(G) of an undirected graph G:

w(G) < % +k,
where H is the induced tensor of a k-clique (k + 1)-graph constructed from G, and
p(H) is the largest H-eigenvalue of H. A new lower bound was also provided via the
largest H-eigenvalue.

Application of singular value and Z-eigenvalue to the best rank-one approxima-
tion of higher order tensors!3%: 78,

In signal processing, data analysis, chemometrics, and psychology, data may
sometimes be organized as higher order higher dimension tensors. How to extract
useful information from this data is an important problem[®®l. One possible way is
to find a rank-one tensor which is the closest one to the original tensor under the
Euclidean distance, which contains most of the information of the original tensor.
To be more specific, let the original d-th order tensor be F and the rank-one tensor

be B=z!®1?® - ® % where “®” denotes the Kronecker product, and b;,...;; =
1.,

T, o a:gd. The associated problem can be written as:

min |F-Bllr=|F-z21® - ®z4|F,
st. x€eRM i=1...d,

i1=1" iq=1Ji1-++ig
then it can be rewritten as

where || F||lr = \/Zm Sy f2 .. If we restrict the norm of z' to be one,

min  ||F - Ar1 @+ @ z4| F,
5t AeR, ||z =1,z; eR™,i=1,--- ,d.
Note that
IF=Az1®-- @ z4%
=|FlI% - 2X- Fa1 - za+ M|z @ - @ 7}y
=\ =2\ Fay--aa + | F-

Minimizing this with respect to A, we get

|F =221 ® - @zall} = | FI|F — (Fz1-- - 24)%,
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which reduces to

max |Fzy---x4| = Fx1 - T4,

8.t. ”z1”:1='”a“-’Bd“:l,IiGR",izl,-..’d’

which reduces to finding the largest singular value of F.
Suppose the symmetric tensor A is of order m dimension n. The best symmetric
rank-one approximation to A is

min |[A-A2®- - - Qz|F,
st. AeR|z||=1,zeR™

Using a similar argument, the problem is equivalent to

max |Az™|,

st. |zl =1,

which is finding the extreme Z-eigenvalue of A.
In automatic control, one needs to determine whether a quartic form is positive
semidefinite or not(*1%, Specifically, for any z € R™, to determine whether

n

E Qijkl TiT; Ty 2 0
1.4k, l=1

or not. by restricting z on the unit sphere, it can be written as the following problem:

n

min Az? = Z Gisri BT R TL,
g =i
st. |zl =1, z € R,

which is finding the smallest Z-eigenvalue of A.

The M-eigenvalue finds applications in nonlinear elastic materials analysis and
quantum physics. In nonlinear elastic materials where one needs to determines
whether the strong or ordinary ellipticity condition holds or not, where the strong
one holds if and only if the minimum of a biquadratic function over unit spheres in
R? is positive:

3
min f($7 y) = Z A5kl TiT5YkYl ||:EI| = 17 HyH =1,> 07
isjykqlzl
and the ordinary one holds if and only if the minimum is nonnegative. In quantum
physics, where a quantum state is separable or entangled is a fundamental and



